●4월 3주차(20170416-20170422)

*m*개의 범주를 가진 *n*개의 학습 표본과 *B*개의 기저분류자로 구성된       ⋯ 을 가정하면 *b*번째 기저 분류자의 오류율()은 다음과 같이 계산된다.
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부스팅 알고리즘은 단순 평균 개념에 기초한 주요 파라미터로 인하여 다음과 같은 문제가 나타날 수 있다. 첫째, 분류자의 오류율 ![DRW000024a42129](data:image/gif;base64,R0lGODlhDQAQAPQAAAAAAAAAKwArgCtVqiuA1FUAAFUrAFWq/4ArAICA1IDU/6pVAKrU/9SqgNSqqtT///+qVf/UgP/Uqv//qv//1P///wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACH5BAAAABUALAAAAAANABAAAAU0YCWOZGmeaKquLAkAKlzJJk2X7zsuwjPeokkClxNJGItAqmE4pCiIgCIVGQgdKMhhUiCEAAA7)는 단순 평균 오류율로 전체 표본 대비 오분류 표본 비율로 계산된다. 불균형 데이터의 경우 다수 범주의 낮은 오류율로 인하여 단순평균 오류율이 왜곡될 수 있다. 둘째, 분류자의 성과를 나타내는 b역시 단순평균 정확도에 기초한 개념이다. 데이터 불균형 하에서 단순평균 정확도는 성과지표로 유효하지 않기 때문에 범주별 데이터 불균형을 고려한 가중평균 정확도 개념으로 대체할 필요가 있다.