# Final Project phase 2

## Evan Hildreth

ames <- read\_csv("ames\_student.csv")

## Rows: 2053 Columns: 81

## -- Column specification --------------------------------------------------------  
## Delimiter: ","  
## chr (47): MS\_SubClass, MS\_Zoning, Street, Alley, Lot\_Shape, Land\_Contour, Ut...  
## dbl (34): Lot\_Frontage, Lot\_Area, Year\_Built, Year\_Remod\_Add, Mas\_Vnr\_Area, ...

##   
## i Use `spec()` to retrieve the full column specification for this data.  
## i Specify the column types or set `show\_col\_types = FALSE` to quiet this message.

In phase 1 of this project we conducted an exploratory data analysis on the Ames dataset to examine what might be strong variables to predict which homes in Ames, Iowa were / are to be sold for ‘Above\_Median’ selling prices. Out of the 80 variables in this Ames dataset 20 were found to be potentially good predictors of “Above\_Median.” So our models will be built off of these 20 variables we identified and we will not consider the other 59 unless deemed necessary to expand.

The one “created field” from our phase 1 analysis, ‘total baths’ will also be included.

ames <- mutate(ames, Total\_Baths = Half\_Bath + Bsmt\_Full\_Bath + Bsmt\_Half\_Bath + Full\_Bath)

ames\_select <- ames %>% dplyr::select(Alley, Utilities, Overall\_Qual,Roof\_Matl,Exter\_Qual,Bsmt\_Qual,Kitchen\_Qual,Fireplace\_Qu,Paved\_Drive,Pool\_QC,Misc\_Feature,Garage\_Type, Neighborhood,Year\_Built,Year\_Remod\_Add,Bsmt\_Unf\_SF,Total\_Bsmt\_SF,TotRms\_AbvGrd,Total\_Baths,Garage\_Area, Above\_Median)

We are also going to do the same data transformations where we turn each of the character values into factors as this will make it easier to build our various models with, especially as we compare to Above\_Median.

ames\_select <- ames\_select %>% mutate\_if(sapply(ames\_select, is.character), as.factor)

#summary(ames\_select)

#str(ames\_select)

After we have selected the values we wanted and made the necessary transformations I wanted to take a brief moment to check of the variables in the dataset. Since in phase 1 we did not find any missing values and we are using a subset of the same dataset we can assume that there will not be any missing values. For the markdown they will be commented out to conserve space.

### Data training/testing split

For the sake of simplicity and uniformity between our different models we will the same 60/40 training/testing split for our models.

set.seed(1234)  
ames\_select\_split <- initial\_split(ames\_select, prop = 0.6, strata = Above\_Median)  
ames\_select\_train <- training(ames\_select\_split)  
ames\_select\_test <- testing(ames\_select\_split)

From these splits we will look at 3 types of models: Logistic Regression, classification trees, and neural networks. The main indicator of a successful model will be looking at accuracy, specificity, and sensitivity and the main metrics of the strength of a model.

## Logistic Regression

The first model type we will look at is logistic regression, which is arguably the most simple model type as well. For the sake experimentation we will first use a model that will contain all of our variables and then narrow down which ones prove to be best.

### Logistic Regression prep and training

ames\_model\_lg <-   
 logistic\_reg(mode = "classification") %>%  
 set\_engine("glm")   
  
ames\_recipe\_lg <- recipe(Above\_Median ~., ames\_select\_train)  
  
logreg\_wf <- workflow() %>%  
 add\_recipe(ames\_recipe\_lg) %>%   
 add\_model(ames\_model\_lg)  
  
ames\_fit\_lg <- fit(logreg\_wf, ames\_select\_train)

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

options(scipen = 999)  
#summary(ames\_fit\_lg$fit$fit$fit)  
#for sake of consciousness I am going to comment out this summary as it is quite long

From looking at these results with all of the variables it looks like the most significant ones are Total\_Bsmt\_SF, Totrms\_AbvGrd, Total\_Baths, Garage\_Detatchd, and Overal\_Qual\_Avg with Garage\_Area, Year\_Remod\_Add, Bsmt\_Unf\_SF, and Overall\_Qual\_Excellent being strong but not as strong predictors. We will run this model again with just these variables to see if we can get an lower (better) AIC than 676.85

ames\_recipe\_lg2 = recipe(Above\_Median ~ Overall\_Qual + Garage\_Type + Year\_Remod\_Add + Bsmt\_Unf\_SF + Total\_Bsmt\_SF + TotRms\_AbvGrd + Total\_Baths + Garage\_Area, ames\_select\_train)  
  
logreg\_wf2 = workflow() %>%  
 add\_recipe(ames\_recipe\_lg2) %>%   
 add\_model(ames\_model\_lg)  
  
ames\_fit\_lg2 = fit(logreg\_wf2, ames\_select\_train)

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

options(scipen = 999)  
#summary(ames\_fit\_lg2$fit$fit$fit)  
#Same as the previous chunk

So when we tried to run the ‘tuned’ logistic regression model looking at only the statistically significant variables we actually see a slightly higher AIC of 640.93 compared to the AIC we got for all variables of 597.69

Next, we are going to run predictions on the selected model set as running with every variable seems to be too large to work with and only gives a minor decrease in AIC values.

predictions\_log\_reg\_train <- predict(ames\_fit\_lg2, ames\_select\_train, type="prob")  
  
#head(predictions\_log\_reg\_train)

predictions\_log\_reg\_train <- predict(ames\_fit\_lg2, ames\_select\_train, type="prob")[2]  
  
#head(predictions\_log\_reg\_train)

ROCRpred\_ames\_log\_reg\_train <- prediction(predictions\_log\_reg\_train, ames\_select\_train$Above\_Median)  
  
ROCRperf\_ames\_log\_reg\_train <- performance(ROCRpred\_ames\_log\_reg\_train, "tpr", "fpr")  
plot(ROCRperf\_ames\_log\_reg\_train, colorize=TRUE, print.cutoffs.at=seq(0,1,by=0.1), text.adj=c(-0.2,1.7))
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From looking at the AUC curve we do see that this does look to be a fair strong model as it has a very low false positive rate and the curve is fairly close to a right angle.

as.numeric(performance(ROCRpred\_ames\_log\_reg\_train, "auc")@y.values)

## [1] 0.9638323

opt.cut <- function(perf, pred){  
 cut.ind <- mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],  
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
print(opt.cut(ROCRperf\_ames\_log\_reg\_train, ROCRpred\_ames\_log\_reg\_train))

## [,1]  
## sensitivity 0.8928000  
## specificity 0.9174917  
## cutoff 0.5141958

Running these numbers we see that we have a very high sensitivity and specificity score using the training data. Next we will try to evaluate accuracy.

t1 = table(ames\_select\_train$Above\_Median,predictions\_log\_reg\_train > 0.4340579)  
t1

##   
## FALSE TRUE  
## No 532 74  
## Yes 55 570

(t1[1,1]+t1[2,2])/nrow(ames\_select\_train)

## [1] 0.8952071

And with this log\_reg model we come up with an accuracy of ~89% which already is very solid but it could be improved so we will do some threshold testing.

t2 <- table(ames\_select\_train$Above\_Median,predictions\_log\_reg\_train > 0.5)  
t2

##   
## FALSE TRUE  
## No 551 55  
## Yes 64 561

(t2[1,1]+t2[2,2])/nrow(ames\_select\_train)

## [1] 0.9033306

Running through a few thresholds I found that the one that produced the highest accuracy is 0.5 producing an accuracy of of ~90% which is only a mild improvement over the original accuracy value of ~89.5%. For this application of a 90% accuracy rating with sensitivity and specificity of 89% and 91% receptively.

t3 <- table(ames\_select\_train$Above\_Median,predictions\_log\_reg\_train > 1)  
t3

##   
## FALSE  
## No 606  
## Yes 625

(t3[1])/nrow(ames\_select\_train)

## [1] 0.4922827

For good measure I also wanted to judge this against a naive model that made the impossible assumption that all homes were sold Above\_Medain which resulted in an accuracy of ~49%. So I think it is safe to say that we have a sold model based off the training dataset.

### Logistic Regression Testing Set

However, we want to make sure our data is not over-fitted to the training data and so we are going to re-run the previous steps but with the testing data to see how it compares.

predictions\_log\_reg\_test <- predict(ames\_fit\_lg2, ames\_select\_test, type="prob")  
  
head(predictions\_log\_reg\_test)

## # A tibble: 6 x 2  
## .pred\_No .pred\_Yes  
## <dbl> <dbl>  
## 1 0.504 0.496  
## 2 0.603 0.397  
## 3 0.00230 0.998  
## 4 0.118 0.882  
## 5 0.00362 0.996  
## 6 0.0946 0.905

predictions\_log\_reg\_test <- predict(ames\_fit\_lg2, ames\_select\_test, type="prob")[2]  
  
head(predictions\_log\_reg\_test)

## # A tibble: 6 x 1  
## .pred\_Yes  
## <dbl>  
## 1 0.496  
## 2 0.397  
## 3 0.998  
## 4 0.882  
## 5 0.996  
## 6 0.905

ROCRpred\_ames\_log\_reg\_test <- prediction(predictions\_log\_reg\_test, ames\_select\_test$Above\_Median)  
  
ROCRperf\_ames\_log\_reg\_test <- performance(ROCRpred\_ames\_log\_reg\_test, "tpr", "fpr")  
plot(ROCRperf\_ames\_log\_reg\_test, colorize=TRUE, print.cutoffs.at=seq(0,1,by=0.1), text.adj=c(-0.2,1.7))
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as.numeric(performance(ROCRpred\_ames\_log\_reg\_test, "auc")@y.values)

## [1] 0.9568075

opt.cut <- function(perf, pred){  
 cut.ind <- mapply(FUN=function(x, y, p){  
 d = (x - 0)^2 + (y-1)^2  
 ind = which(d == min(d))  
 c(sensitivity = y[[ind]], specificity = 1-x[[ind]],  
 cutoff = p[[ind]])  
 }, perf@x.values, perf@y.values, pred@cutoffs)  
}  
print(opt.cut(ROCRperf\_ames\_log\_reg\_test, ROCRpred\_ames\_log\_reg\_test))

## [,1]  
## sensitivity 0.8875598  
## specificity 0.8910891  
## cutoff 0.4812254

Running the testing dataset split we do see slightly lower values for sensitivity and specificity than what we saw with the training dataset but not significantly so that can’t potentially be chalked up to a smaller sample size (at least in part).

t4 <- table(ames\_select\_test$Above\_Median,predictions\_log\_reg\_test > 0.4812254)  
t4

##   
## FALSE TRUE  
## No 360 44  
## Yes 47 371

(t4[1,1]+t4[2,2])/nrow(ames\_select\_test)

## [1] 0.8892944

Again we see a slightly lower accuracy of 88% compared to the initial accuracy of 89% with the training set which again could be chalked up to a smaller sample size. But I would say at this point, without any threshold testing, we can pretty clear say that this model is very strong and does not suffer form any over-fitting.

However, for good measure we will do some threshold testing,

t5 <- table(ames\_select\_test$Above\_Median,predictions\_log\_reg\_test > 0.5)  
t5

##   
## FALSE TRUE  
## No 361 43  
## Yes 52 366

(t5[1,1]+t5[2,2])/nrow(ames\_select\_test)

## [1] 0.8844282

Running a few different threshold values we actually were not really able to tease out any higher accuracy score than what we did with the original threshold.

### Logistic Regression consulusions

Overall, this ended up being a very strong model with high scores for all major metrics for the model on both the training and testing dataset. Naturally if we were doing much more critical work that required a higher level of precision and accuracy (like fraud detection or disease prediction) but for predicting a relatively lower-risk item, such as home prices being above or below median; I am happy with these results.

## Classification Trees

The next model type we will explore is classification trees. This is a bit more complex of a model and approach compared to logistic regression to create (sometimes) but it does have the advantage of being easier to understand since it actually can be visualized.

For this we will use the same 60/40 split that we used for the logistic regression models and we will also start off by using all of the 20 variables we have in out ames\_select dataset and will further narrow down if necessary. First, we will set up our initial model using all the variables.

### Building the model

ames\_recipe\_CT <- recipe(Above\_Median ~., ames\_select\_train)  
  
tree\_model <- decision\_tree() %>%   
 set\_engine("rpart", model = TRUE) %>%   
 set\_mode("classification")   
  
ames\_CT\_wflow <-   
 workflow() %>%   
 add\_model(tree\_model) %>%   
 add\_recipe(ames\_recipe\_CT)  
  
ames\_CT\_fit <- fit(ames\_CT\_wflow, ames\_select\_train)

The model is now built now we are going to look at the results of this model.

ames\_CT\_fit %>%  
 pull\_workflow\_fit() %>%  
 pluck("fit")

## Warning: `pull\_workflow\_fit()` was deprecated in workflows 0.2.3.  
## Please use `extract\_fit\_parsnip()` instead.

## n= 1231   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 1231 606 Yes (0.49228270 0.50771730)   
## 2) Neighborhood=Blueste,Briardale,Brookside,Edwards,Iowa\_DOT\_and\_Rail\_Road,Meadow\_Village,Mitchell,North\_Ames,Northpark\_Villa,Old\_Town,Sawyer,South\_and\_West\_of\_Iowa\_State\_University 623 105 No (0.83146067 0.16853933)   
## 4) Total\_Baths< 2.5 499 43 No (0.91382766 0.08617234) \*  
## 5) Total\_Baths>=2.5 124 62 No (0.50000000 0.50000000)   
## 10) Fireplace\_Qu=No\_Fireplace,Poor 68 19 No (0.72058824 0.27941176) \*  
## 11) Fireplace\_Qu=Excellent,Fair,Good,Typical 56 13 Yes (0.23214286 0.76785714) \*  
## 3) Neighborhood=Bloomington\_Heights,Clear\_Creek,College\_Creek,Crawford,Gilbert,Greens,Northridge,Northridge\_Heights,Northwest\_Ames,Sawyer\_West,Somerset,Stone\_Brook,Timberland,Veenker 608 88 Yes (0.14473684 0.85526316)   
## 6) Overall\_Qual=Average,Below\_Average 71 25 No (0.64788732 0.35211268)   
## 12) Neighborhood=College\_Creek,Sawyer\_West 35 2 No (0.94285714 0.05714286) \*  
## 13) Neighborhood=Clear\_Creek,Crawford,Gilbert,Northwest\_Ames,Somerset,Timberland,Veenker 36 13 Yes (0.36111111 0.63888889) \*  
## 7) Overall\_Qual=Above\_Average,Excellent,Good,Very\_Excellent,Very\_Good 537 42 Yes (0.07821229 0.92178771) \*

ames\_select\_tree = ames\_CT\_fit %>%   
 pull\_workflow\_fit() %>%   
 pluck("fit")

## Warning: `pull\_workflow\_fit()` was deprecated in workflows 0.2.3.  
## Please use `extract\_fit\_parsnip()` instead.

fancyRpartPlot(ames\_select\_tree)
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ames\_CT\_fit$fit$fit$fit$cptable

## CP nsplit rel error xerror xstd  
## 1 0.68151815 0 1.0000000 1.0000000 0.02894507  
## 2 0.03465347 1 0.3184818 0.3217822 0.02113954  
## 3 0.02475248 2 0.2838284 0.3102310 0.02082665  
## 4 0.01650165 4 0.2343234 0.2722772 0.01972509  
## 5 0.01000000 5 0.2178218 0.2656766 0.01952105

Looking at this classification tree we can see that the model ‘automatically’ choose a number of variables that it though was most significant to determine if a home was sold for above median pricing or not. From this it seems that the category that has the most ‘yes’ would be for the home to be in one of a few neighborhoods and having the home overall quality to be average or bellow average. This seems to go again some of our intuitive ideas about the data but this is what we found. However, it seems that the highest likelihood to be below\_median is for homes to be not in one of those select neighborhoods and to have less than 3 baths. This seems to be a bit more intuitive than the “yes” category.

Next we will gather summary statistics on the performance of this model using the training data and then compare with the testing data.

### Model peformance

ames\_ct\_pred\_train <- predict(ames\_CT\_fit, ames\_select\_train, type = "class")  
#head(ames\_ct\_pred\_train)  
#The above head was done to test that only .pred\_class shows up.

confusionMatrix(ames\_ct\_pred\_train$.pred\_class,ames\_select\_train$Above\_Median,positive="Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 538 64  
## Yes 68 561  
##   
## Accuracy : 0.8928   
## 95% CI : (0.8741, 0.9095)   
## No Information Rate : 0.5077   
## P-Value [Acc > NIR] : <0.0000000000000002  
##   
## Kappa : 0.7855   
##   
## Mcnemar's Test P-Value : 0.794   
##   
## Sensitivity : 0.8976   
## Specificity : 0.8878   
## Pos Pred Value : 0.8919   
## Neg Pred Value : 0.8937   
## Prevalence : 0.5077   
## Detection Rate : 0.4557   
## Detection Prevalence : 0.5110   
## Balanced Accuracy : 0.8927   
##   
## 'Positive' Class : Yes   
##

From running this model on the training set we find that we get an accuracy of about ~89% which when rounded is the same as accuracy as with the logistic regression model we created earlier using the same training data, which again is fairly strong for this use case. It is also encouraging that we have a very low P-Value indicating that this model is statistically significant. We might have some concern that it could be lower, but that’s getting picky.

Next, lets check for performance using the testing data.

ames\_ct\_pred\_test <- predict(ames\_CT\_fit, ames\_select\_test, type = "class")  
#head(ames\_ct\_pred\_train)

confusionMatrix(ames\_ct\_pred\_test$.pred\_class,ames\_select\_test$Above\_Median,positive="Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 345 61  
## Yes 59 357  
##   
## Accuracy : 0.854   
## 95% CI : (0.828, 0.8775)   
## No Information Rate : 0.5085   
## P-Value [Acc > NIR] : <0.0000000000000002  
##   
## Kappa : 0.708   
##   
## Mcnemar's Test P-Value : 0.9273   
##   
## Sensitivity : 0.8541   
## Specificity : 0.8540   
## Pos Pred Value : 0.8582   
## Neg Pred Value : 0.8498   
## Prevalence : 0.5085   
## Detection Rate : 0.4343   
## Detection Prevalence : 0.5061   
## Balanced Accuracy : 0.8540   
##   
## 'Positive' Class : Yes   
##

Similar to when we tested using the testing data for the logistic regression model we find that there is a slight dip in accuracy compared to the training. Again this could be accounted to being a smaller dataset. However this is a bit more of a drop compared to its logistic regression counterpart with ~85% accuracy for this classification tree and 88% for the logistic regression. Overall I would say this is a very strong model but maybe less so than its logistic regression counterpart.

### Clasification treees model conclusions

Another very strong model but not as strong compared to logistic regression. We could potentially spend some time to ‘prune’ the dataset to squeeze out some better performance from the classification trees model like we did with logistic regression but the model did that for us ‘automatically’ and the variables it choose to work with are very similar to the ones we did with the logistic regression model ‘manually.’ Good model, just could be better.

## Neural Networks

The last model type we will run will be neural networks. In many ways neural networks work similar to classification trees but on a much more complex scale. The complexity can be beneficial in that it can find some more novel groupings and connections with the data that can sometimes lead to some increased accuracy but the complexity comes with the cost of processing time, but in computation and sometimes the coding.

First, we will use the same training/ testing splits that we have used to set up and then test the neural networks model.

### Creating the neural network model

set.seed(1234)  
fold <- vfold\_cv(ames\_select\_train, v=5)  
  
ames\_select\_NN\_recipe\_train <- recipe(Above\_Median ~., ames\_select\_train) %>%  
 step\_normalize(all\_predictors(), -all\_nominal()) %>% #normalize the numeric predictors, not needed for categorical  
 step\_dummy(all\_nominal(), -all\_outcomes())  
  
ames\_select\_NN\_model <-   
 mlp(hidden\_units = tune(), penalty = tune(),   
 epochs = tune()) %>%  
 set\_mode("classification") %>%   
 set\_engine("nnet", verbose = 0)   
  
ames\_select\_NN\_workflow <-   
 workflow() %>%   
 add\_recipe(ames\_select\_NN\_recipe\_train) %>%   
 add\_model(ames\_select\_NN\_model)  
  
set.seed(1234)  
ames\_select\_NN\_tune <-  
 tune\_grid(ames\_select\_NN\_workflow, resamples = fold, grid = 25)

Just to comment on the processing power needed for this model it took about 6 minutes for this model to render and a decently powerful laptop.

Now that we have created the model we are going to graph it out and then we are going to optimize the model using the best neural connections from it.

ames\_select\_NN\_tune %>%  
 collect\_metrics() %>%  
 filter(.metric == "accuracy") %>%  
 select(mean, hidden\_units, penalty, epochs) %>%  
 pivot\_longer(hidden\_units:epochs,  
 values\_to = "value",  
 names\_to = "parameter"  
 ) %>%  
 ggplot(aes(value, mean, color = parameter)) +  
 geom\_point(show.legend = FALSE) +  
 facet\_wrap(~parameter, scales = "free\_x") +  
 labs(x = NULL, y = "Accuracy")

![](data:image/png;base64,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)

From what we see here there is a range of values in terms of accuracy but it is more or less about what we saw from the other 2 models so far (a range of ~86% to ~91%). Hidden units and penalty look to be in line with what we would expect for a neural network.

### Model Peformance

Next we are going to select the best values from this model and then find the performance metrics for this model.

ames\_select\_best\_nn <- select\_best(ames\_select\_NN\_tune, "accuracy")  
  
ames\_select\_final\_nn = finalize\_workflow(  
 ames\_select\_NN\_workflow,  
 ames\_select\_best\_nn  
)  
  
ames\_select\_final\_nn

## == Workflow ====================================================================  
## Preprocessor: Recipe  
## Model: mlp()  
##   
## -- Preprocessor ----------------------------------------------------------------  
## 2 Recipe Steps  
##   
## \* step\_normalize()  
## \* step\_dummy()  
##   
## -- Model -----------------------------------------------------------------------  
## Single Layer Neural Network Specification (classification)  
##   
## Main Arguments:  
## hidden\_units = 1  
## penalty = 0.00000000428607140962385  
## epochs = 796  
##   
## Engine-Specific Arguments:  
## verbose = 0  
##   
## Computational engine: nnet

ames\_select\_final\_nn\_fit <- fit(ames\_select\_final\_nn, ames\_select\_train)  
  
ames\_select\_predict\_train <- predict(ames\_select\_final\_nn\_fit, ames\_select\_train)  
#head(ames\_select\_predict\_train)

confusionMatrix(ames\_select\_predict\_train$.pred\_class, ames\_select\_train$Above\_Median, positive = "Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 564 41  
## Yes 42 584  
##   
## Accuracy : 0.9326   
## 95% CI : (0.9171, 0.9459)   
## No Information Rate : 0.5077   
## P-Value [Acc > NIR] : <0.0000000000000002  
##   
## Kappa : 0.8651   
##   
## Mcnemar's Test P-Value : 1   
##   
## Sensitivity : 0.9344   
## Specificity : 0.9307   
## Pos Pred Value : 0.9329   
## Neg Pred Value : 0.9322   
## Prevalence : 0.5077   
## Detection Rate : 0.4744   
## Detection Prevalence : 0.5085   
## Balanced Accuracy : 0.9325   
##   
## 'Positive' Class : Yes   
##

Very interesting results! From the looks of things, this appears to be the strongest model so far in that we have the same P-value compared to the other models using the training data, but the accuracy is much higher at ~93%! It seems that the additional computing time to build the model might actually pay off it it means we can squeeze an extra 3-4% accuracy out.

Naturally, we cannot claim victory for neural networks just yet; we need to test it using the testing data.

ames\_select\_predict\_test <- predict(ames\_select\_final\_nn\_fit, ames\_select\_test)  
#head(ames\_select\_predict\_train)

confusionMatrix(ames\_select\_predict\_test$.pred\_class, ames\_select\_test$Above\_Median, positive = "Yes")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction No Yes  
## No 361 37  
## Yes 43 381  
##   
## Accuracy : 0.9027   
## 95% CI : (0.8803, 0.9221)   
## No Information Rate : 0.5085   
## P-Value [Acc > NIR] : <0.0000000000000002  
##   
## Kappa : 0.8052   
##   
## Mcnemar's Test P-Value : 0.5762   
##   
## Sensitivity : 0.9115   
## Specificity : 0.8936   
## Pos Pred Value : 0.8986   
## Neg Pred Value : 0.9070   
## Prevalence : 0.5085   
## Detection Rate : 0.4635   
## Detection Prevalence : 0.5158   
## Balanced Accuracy : 0.9025   
##   
## 'Positive' Class : Yes   
##

### Neural Network conclusion

I think at this point it is pretty safe to say that at this point neural networks seems to be the strongest model for this dataset as we have an slightly lower accuracy score on the testing data (like with all the other models) but even the testing model accuracy is a bit higher than some of the other model’s on the training dataset. Beyond that the sensitivity and specificity scores for the testing data here are right up there with the scores for the training data on the other models we created.

In a use-case for the business we will need to weigh the pros and cons of using a neural networks model that provides the best performance but at the cost of much longer processing time, but if it is just output performance neural networks seems to be the best.