**Homework 11:**

We have learnt two word embedding models this week. One of them is GloVe. Could you look up these seven words’ embeddings from GloVe’s embedding matrix (the 6B and 50d version)? Note: 60B means the GloVe model has been trained on a corpus with 60 billion tokens. 50d means each word embedding’s dimension is 50.

Seven words: “I love deep learning and text mining”.

1. Please find the word embedding for the word “deep”.
2. Please find the word embedding for the word “text”.