Линейная регрессия

# Задание

1. Загрузите данные из файла reglab1.txt. Постройте по набору данных регрессии, используя модели с различными зависимыми переменными. Выберите наиболее подходящую модель.
2. Реализуйте следующий алгоритм для уменьшения количества признаков, используемых для построения регрессии: для каждого ![](data:image/x-wmf;base64,183GmgAAAAAAAKAIAAIACQAAAACxVAEACQAAA7kBAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqAICwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8X///9gCAAAxQEAAAUAAAAJAgAAAAIFAAAAFAJgAVQCHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////REgq4AAAKAIDefwAEAAAALQEAABYAAAAyCgAAAAAKAAAAezAsMSwuLi4sfaUAuABoAKAAdgBgAGAAYABiAQADBQAAABQCYAE2ABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////yRMKHQAACgAg338ABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAa2SiBgADBQAAABQCYAEvARwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAA4BcbdfBadqX+////0RIKuQAACgCA3n8ABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAzgAAA6QAAAAmBg8APQFBcHBzTUZDQwEAFgEAABYBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoQBAAAAAAAAEJsYWNrAA8BAQACAINrAAIEhggizgIAgnsAAgCIMAACAIIsAAIAiDEAAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAg2QAAgCCfQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAADMAQICIlN5c3RlbQB2LACKBAAACgAGAAAALACKBAEAAADA2hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) выбрать подмножество признаков мощности ![](data:image/x-wmf;base64,183GmgAAAAAAAKABAAICCQAAAACzXQEACQAAA2MBAAACAI4AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAqABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAtQEAAAUAAAAJAgAAAAIFAAAAFAL0APYAHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////KEApmAAAKACDffwAEAAAALQEAAAkAAAAyCgAAAAABAAAAMeW8AQUAAAAUAqABNgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///8YTCn4AAAoAQN9/AAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGsSAAOOAAAAJgYPABEBQXBwc01GQ0MBAOoAAADqAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKEAQAAAAAAABCbGFjawAPAQEAAgCDawADABwAAAsBAQEAAgCIMQAAAAAA/woAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHYsAIoEAAAKAAYAAAAsAIoEAAAAAMDaGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA), минимизирующее остаточную сумму квадратов *RSS*. Используя полученный алгоритм, выберите оптимальное подмножество признаков для данных из файла reglab.txt. Объясните свой выбор.
3. Загрузите данные из файла cygage.txt. Постройте регрессию, выражающую зависимость возраста исследуемых отложений от глубины залегания, используя веса наблюдений. Оцените качество построенной модели.
4. Загрузите данные из файла longley.csv. Данные состоят из 7 экономических переменных, наблюдаемых с 1947 по 1962 годы (*n=16*). Исключите переменную Population. Разделите данные на тестовую и обучающую выборки равных размеров случайным образом. Постройте линейную регрессию по признаку Employed.  
   Постройте гребневую регрессию для значений ![](data:image/x-wmf;base64,183GmgAAAAAAAIAOQAIACQAAAADRUgEACQAAA7ECAAACAMsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAoAOCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9ADgAA9QEAAAUAAAAJAgAAAAIFAAAAFAL0AI0EHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9vFQp3AAAKAIDafwAEAAAALQEAAA0AAAAyCgAAAAAEAAAAMzAuMvAAbwA3ALwBBQAAABQCoAGKAhwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////qw8KBgAACgAA3X8ABAAAAC0BAQAEAAAA8AEAABgAAAAyCgAAAAALAAAAMTAsMCwuLi4sMjUAwADcA8MCuAB2AGAAYABgAIkAwAAAAwUAAAAUAvQAwAYcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///28VCngAAAoA4Np/AAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAGkAvAEFAAAAFAKgAewHHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+rDwoHAAAKAMDcfwAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABpFAADBQAAABQCoAEyABwAAAD7AoD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAAA4BcbdfBadqX+////bxUKeQAACgAg238ABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAbBEAAwUAAAAUAvQAEwQcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAAOAXG3XwWnal/v///6sPCggAAAoAwNt/AAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAC0r1yTnAJYBvAEFAAAAFAKgAX0BHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAADgFxt18Fp2pf7///9vFQp6AAAKAODafwAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9PUIHAAPLAAAAJgYPAIsBQXBwc01GQ0MBAGQBAABkAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKEAQAAAAAAABCbGFjawAPAQEAAgSEuwNsAgSGPQA9AgCIMQACAIgwAAMAHAAACwEBAQACBIYSIi0CAIgzAAIEhisAKwIAiDAAAgCCLgACAIgyAAIEhsUi1wIAg2kAAAAKAgCCLAACAJgC7wIAmALvAgCDaQACBIY9AD0CAIgwAAIAgiwAAgCCLgACAIIuAAIAgi4AAgCCLAACAIgyAAIAiDUAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAzAECAiJTeXN0ZW0AdiwAigQAAAoABgAAACwAigQBAAAAwNoZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Подсчитайте ошибку на тестовой и обучающей выборке для линейной регрессии и гребневой регрессии на данных значениях λ, постройте графики. Объясните полученные результаты.
5. Загрузите данные из файла eustock.csv. Данные содержат ежедневные котировки на момент закрытия фондовых бирж: Germany DAX (Ibis), Switzerland SMI, France CAC, и UK FTSE. Постройте на одном графике все кривые изменения котировок во времени. Постройте линейную регрессию для каждой модели в отдельности и для всех моделей вместе. Оцените, какая из бирж имеет наибольшую динамику.
6. Загрузите данные из файла JohnsonJohnson.csv. Данные содержат поквартальную прибыль компании Johnson & Johnson с 1960 по 1980 гг. Постройте на одном графике все кривые изменения прибыли во времени. Постройте линейную регрессию для каждого квартала в отдельности и для всех кварталов вместе. Оцените, в каком квартале компания имеет наибольшую и наименьшую динамику доходности. Сделайте прогноз по прибыли в 2016 году во всех кварталах и в среднем по году.
7. Загрузите данные из файла cars.csv. Данные содержат зависимости тормозного пути автомобиля (футы) от его скорости (мили в час). Данные получены в 1920 г. Постройте регрессионную модель и оцените длину тормозного пути при скорости 40 миль в час.
8. Загрузите данные из файла svmdata6.txt. Постройте регрессионный алгоритм метода опорных векторов (sklearn.svm.SVR) с параметром C = 1, используя ядро "rbf". Отобразите на графике зависимость среднеквадратичной ошибки на обучающей выборке от значения параметра ε. Прокомментируйте полученный результат
9. Загрузите набор данных из файла nsw74psid1.csv. Постройте регрессионное дерево (sklearn.tree.DecisionTreeRegressor) для признака re78. Постройте линейную регрессионную модель и SVM-регрессию для этого набора данных. Сравните качество построенных моделей, выберите оптимальную модель и объясните свой выбор.