import numpy as np  
import pandas as pd  
import scipy  
import sklearn  
from sklearn import preprocessing  
from sklearn import neighbors  
from sklearn.model\_selection import train\_test\_split  
from sklearn import metrics  
import matplotlib.pyplot as plt

grade = pd.read\_csv("rp2.csv")  
grade.columns = ['HS\_GPA', 'FU\_GPA']

grade.head()

HS\_GPA FU\_GPA  
0 3.4 3.18  
1 4.0 3.33  
2 3.8 3.25  
3 3.8 2.42  
4 4.0 2.63

grade.shape

(1000, 2)

X = grade.drop('FU\_GPA', axis=1).values  
y = grade['FU\_GPA'].values

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X,y,test\_size = 0.1, shuffle=False)

from sklearn.neural\_network import MLPRegressor  
reg = MLPRegressor(hidden\_layer\_sizes=(100,50,25), activation="logistic", alpha=0.0001, batch\_size = 'auto', learning\_rate = 'constant', learning\_rate\_init = 0.001, random\_state=1, max\_iter=2000).fit(X\_train, y\_train)

y\_test\_predict = reg.predict(X\_test)

plt.scatter(X\_test, y\_test\_predict)  
plt.show()
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from sklearn.metrics import mean\_absolute\_error  
from sklearn.metrics import mean\_squared\_error  
from sklearn.metrics import mean\_squared\_log\_error  
from sklearn.metrics import median\_absolute\_error  
from sklearn.metrics import r2\_score

mean\_absolute\_error(y\_test, y\_test\_predict)

0.5388889418099034

mean\_squared\_error(y\_test, y\_test\_predict)

0.4490793364617792

mean\_squared\_log\_error(y\_test, y\_test\_predict)

0.0438930304639785

mean\_absolute\_error(y\_test, y\_test\_predict)

0.5388889418099034

r2\_score(y\_test, y\_test\_predict)

0.001568979569042117

from sklearn.model\_selection import GridSearchCV  
from sklearn.model\_selection import ShuffleSplit  
cv=ShuffleSplit(n\_splits=10, test\_size=0.1, random\_state=1)  
params = {'hidden\_layer\_sizes':[100,50,25], 'activation':['logistic'], 'max\_iter':[2000], 'random\_state':[1],   
 'learning\_rate':['constant']}  
model = GridSearchCV(MLPRegressor(), params, cv=cv)  
model.fit(X\_test, y\_test\_predict)  
model.best\_params\_

{'activation': 'logistic',  
 'hidden\_layer\_sizes': 50,  
 'learning\_rate': 'constant',  
 'max\_iter': 2000,  
 'random\_state': 1}