1. 特征脸（Eigenface）

基本思想：首先选择一个合适的子空间，将所有的图像变换到这个子空间上（便于分类），然后再在这个子空间上衡量相似性或者进行分类学习。空间的变换方法为主成分分析法（PCA），具体实现是对训练集中所有人脸图像的协方差矩阵进行特征值分解，得到对应的特征向量，这些特征向量就是“特征脸”。

基于特征脸的人脸识别实现过程：

步骤一：获取包含M张人脸图像的集合S，每张图像可以转换成一个N维的向量，然后把这M个向量放到一个集合S里，S={Γ1,Γ2,Γ3,Γ4, …… ,Γm}

步骤二：在获取到人脸向量集合S后，计算得到平均图像Ψ，

,Ψ是一个N维向量。

步骤三：计算每张图像和平均图像的差值Φ，即用S集合里的每个元素减去平均值，。
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。

步骤五：识别人脸，考虑一张新的人脸，用特征脸对其进行标示，![http://img.blog.csdn.net/20140330223845875](data:image/gif;base64,R0lGODlh3wAiAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAQABADYABsAgAAAAAAAAAL/hI+py60BoZu02ouz3i5K7EXc8o3miaaqVlqB8QJx2q72jedUfc0rrwsKhyPgLmckKpfMQy3kQ0RVyab1eivxtsgp9gs+fYzPbviM5kiqWl01DY/LRJP1W+2V69OeXf73N/OXIbgnVGjSVzdIM0XnxNjxFGkIMln02HAnFtUGueEJQ1np5yQ1+pDJsAkJpZjQEnvK4lOLSrpaOwuqSnLL+xksSmi7iwssPIenrPmLzDycXBFbfPwMjW0ZnaqkpSs9/b1tTSxlTAvOCuv6ulv2ifo+3EueC2u8lZcpLjM0xm+nB8AXiOpJMietUyBXp9qZgUYNBreJ2OSNa3YuYjKNaOt8bdQlaBC7hvRsePsna50XRQ4lNiz1MWO1i6JW0mlJUKJIZ0HUuXwgZtUxnuZi5MQIx2c/oEGZkiJadOnOOEodoVg5lEY/oweT/oKq6afBq9EYKT10qyQetWMtHWV7tmfLtnRpRSgAADs=)，对人脸进行识别，可以使用公式, ![http://img.blog.csdn.net/20140330224548625](data:image/gif;base64,R0lGODlheAAqAHcAMSH+GlNvZnR3YXJlOiBNaWNyb3NvZnQgT2ZmaWNlACH5BAEAAAAALAQABABuACIAgAAAAAAAAAL/hI+pyxbeopy02qse0Lj7DzYaF5ZXgJrWqLYTR7oLK9eizdC4qkN70vuBejFhUOjRFY0+5NB33BFR1Ba1uoJclzhlLBUCH8SSqHMDXZIxawcX2DwjWO3xO1J3v+IZrIz+llcWeAeVA2MDKFJ4uLiHNpO05TenRSjpWMY3hqTY2CEoyAk5IxqWVgo0WcfKCKnm2rcaSbpm+vIVeyRGcltBN1qbFIyol7HZ22tl6bcl2XxVeUxqFx1sAghNuWK90c1lluONvSkHZ1ueSU5t3kcba7wOb6SWHvkwL87ezokPt38DICh75nYRZCKQX8B8LsIpfPfwVcSJbA5SvGgIo0Z9CAw3ynHocUEBADs=),其中Ω代表要判别的人脸，Ωk代表训练集内的某个人脸，两者都是通过特征脸的权重来表示的。式子是对两者求欧式距离，当距离小于阈值时说明要判别的脸和训练集内的第k个脸是同一个人的。当遍历所有训练集都大于阈值时，根据距离值的大小又可分为是新的人脸或者不是人脸的两种情况。根据训练集的不同，阈值设定并不是固定的。

2. LBP（Local Binary Patterns，局部二值模式）

LBP是提取局部特征作为判别依据的，显著的优点是对光照不敏感，但是没有解决姿态和表情的问题，相较于特征脸，有些人脸库的识别率已经达到了98%+。

基本思想是：用中心像素的灰度值作为阈值，与它的邻域相比较得到的二进制码来表述局部纹理特征。

实现过程：

首先，将人脸图片分为若干个相等的矩形区域，然后对每个区域的像素分别进行LBP算子的转换，构建一个全局性的直方图，该直方图由各个区域的直方图串联起来，不仅保留原图像的统计信息，同时从直方图上也可以看出位置信息。

然后，利用在已经计算特征空间上的最近邻分类器作为直方图之间的差异性衡量标准，得到一个距离矩阵，其中包含了图像之间的距离，判断他们的相似性。

3. [Fisherface（LDA）](http://blog.csdn.net/feirose/article/details/39552997)

Fisherface所基于的LDA（Linear Discriminant Analysis，线性判别分析）理论和[特征脸](http://blog.csdn.net/smartempire/article/details/21406005)里用到的[PCA](http://blog.csdn.net/smartempire/article/details/22938315)有相似之处，都是对原有数据进行整体降维映射到低维空间的方法，LDA和PCA都是从数据整体入手而不同于LBP提取局部纹理特征。

假设有C个人的人脸图像，每个人可以有多张图像，所以按人来分，可以将图像分为C类，如何判别这C个类的问题。判别之前需要先处理下图像，将每张图像按照逐行逐列的形式获取像素组成一个向量，设该向量为x，向量维数为n，设x为列向量（n行1列），增加投影向量w的个数（每个向量维数和数据是相同的），设w为：

![http://img.blog.csdn.net/20140411185708687](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAAVCAYAAAB8BXHbAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsIAAA7CARUoSoAAAAKMSURBVGhD7ZjbrcMgDIYzFwMxD9NkmQzDMTYGl5rmZqTz4EhVm4YY5//whWybH66AK+AKuAKugCvgCjxUIO8xb3HPD29Xb1th09I/1VYKWxEBPiGnI6MgOe85wleAP+j8yH1chKs0zuI4Uqjzgw9GQFaAsLRpaUsy2COz3DJImRtIPKlHPlIOBbgQm4Dbgi3TIVwjqM3/fx65q+DKQGw8kbgQuAgeI6S2kCBmazQX4MYQHK5F7vu0wVm2wcXoqSDpIkQoRm+PVAQuotvKrTFyObXwXJQxqGT08tBLiOaHjAwLexgRhtlgtGXloxq5lIYJJIpZlK11Fn8y8Emt5RpNtVv/cP0eYYxw2VaDW0SV/cAFkaV4FvZWw7XyUYdbGygECeIxiLKiym+EvyAla2mZF1X3IeQATR/DPlJsjd8se3zCpWbwjb31cG18VOGWPxmkFI+jSgK3SsdsR2uoxkVVzimDUFY580FLe3KR3rW3Gq7UnwNJ8xGfCzMjZdm205C9kci4TScSOVG9lU0U3JjiSY2rkW+RluWD7nVebeHJcSPsGdxf9uSWTCshK2vu3WduJatkVAF2Grnz7Q+slMHAWeTcua5FLjV40MDVfXY5D3De9920Dy8d/RUQp/ZE2UGIyvPO4FI0iX5FvB+QjarURLN15iPf3yJ65qcWuWNRl6tg1gzdgTgbq8GVgrWUOBH8Ctyr9ngubVewGu5VH79eVAzCfm2FLCA9tfHmJcasF3iaQn81jk9tarq8sdUiF3c43+XS4SqKy3S8p/7yhoe+AXLWE9wJDIbbMtoA+P/B5b3xhU5YlovewL17Ldr6DfZjYY/xpvOedsu15p+l7DuLyMe6Aq6AK+AKmCvwB+CIKc1RKiZdAAAAAElFTkSuQmCC)，w1、w2等是n维的列向量，所以w是个n行k列的矩阵。x在w上的投影可以表示为：
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# 4.  Gabor 小波变换+图形匹配

# 1）精确抽取面部特征点以及基于Gabor引擎的匹配算法，具有较好的准确性，能够排除由于面部姿态、表情、发型、眼镜、照明环境等带来的变化。 （2）Gabor滤波器将Gaussian网络函数限制为一个平面波的形状，并且在滤波器设计中有优先方位和频率的选择，表现为对线条边缘反应敏感。 （3）但该算法的识别速度很慢，只适合于录象资料的回放识别，对于现场的适应性很差。

# 5. 特定人脸子空间(FSS)算法

# 术来源于但在本质上区别于传统的"特征脸"人脸识别方法。"特征脸"方法中所有人共有一个人脸子空间，而该方法则为每一个体人脸建立一个该个体对象所私有的人脸子空间，从而不但能够更好的描述不同个体人脸之间的差异性，而且最大可能地摈弃了对识别不利的类内差异性和噪声，因而比传统的"特征脸算法"具有更好的判别能力。另外，针对每个待识别个体只有单一训练样本的人脸识别问题，提出了一种基于单一样本生成多个训练样本的技术，从而使得需要多个训练样本的个体人脸子空间方法可以适用于单训练样本人脸识别问题。

# 6. 奇异值分解(singular value decomposition,简称SVD)

# 是一种有效的代数特征提取方法.由于奇异值特征在描述图像时是稳定的,且具有转置不变性、旋转不变性、位移不变性、镜像变换不变性等重要性质,因此奇异值特征可以作为图像的一种有效的代数特征描述。奇异值分解技术已经在图像数据压缩、信号处理和模式分析中得到了广泛应用.

# 4. 神经网络（Neural Networks）

# 首先提取人脸的 50个主元，然后用自相关神经网络将它映射到 5维空间中，再用一个普通的多层感知器进行判别，对一些简单的测试图像效果较好；Intrator等提出了一种混合型神经网络来进行人脸识别，其中非监督神经网络用于特征提取，而监督神经网络用于分类。Lee等将人脸的特点用六条规则描述，然后根据这六条规则进行五官的定位，将五官之间的几何距离输入模糊神经网络进行识别，效果较一般的基于欧氏距离的方法有较大改善，Laurence等采用卷积神经网络方法进行人脸识别，由于卷积神经网络中集成了相邻像素之间的相关性知识，从而在一定程度上获得了对图像平移、旋转和局部变形的不变性，因此得到非常理想的识别结果，Lin等提出了基于概率决策的神经网络方法 (PDBNN),其主要思想是采用虚拟 (正反例 )样本进行强化和反强化学习，从而得到较为理想的概率估计结果，并采用模块化的网络结构 (OCON)加快网络的学习。这种方法在人脸检测、人脸定位和人脸识别的各个步骤上都得到了较好的应用，其它研究还有 :Dai等提出用Hopfield网络进行低分辨率人脸联想与识别，Gutta等提出将RBF与树型分类器结合起来进行人脸识别的混合分类器模型，Phillips等人将MatchingPursuit滤波器用于人脸识别，国内则采用统计学习理论中的支撑向量机进行人脸分类。     神经网络方法在人脸识别上的应用比起前述几类方法来有一定的优势，因为对人脸识别的许多规律或规则进行显性的描述是相当困难的，而神经网络方法则可以通过学习的过程获得对这些规律和规则的隐性表达，它的适应性更强，一般也比较容易实现。因此人工神经网络识别速度快，但识别率低 。而神经网络方法通常需要将人脸作为一个一维向量输入，因此输入节点庞大，其识别重要的一个目标就是降维处理。     PCA的算法描述：利用主元分析法 (即 Principle Component Analysis,简称 PCA)进行识别是由 Anderson和 Kohonen提出的。由于 PCA在将高维向量向低维向量转化时，使低维向量各分量的方差最大，且各分量互不相关，因此可以达到最优的特征抽取