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## Background

Individual participant data(IPD) meta-analysis(MA) is considered the gold standard since a variety of opportunities are offered. The investigation of treatment-effect modification is one of them, Nevertheless, effect modification over a continuous co-variables may be challenging, as non-linear interactions may be present. Most methods either ignore non-linear effect modification, or use a forward technique to model non-linearities that relies on statistical tests with arbitrary significance levels.

## Objective

We propose a new approach to model and investigate treatment-effect modification, while modelling non-linear associations using smoothing splines.

## Methods

## Results

## Conclusion

##### 

# 1. Introduction

The effect of a treatment may differ depending on patient characteristics. One of the main goals of an individual participant data (IPD) meta-analysis (MA) is to investigate whether treatment effect differences are present, and how they are associated with these characteristics [1]. Patient characteristics can be represented by either categorical or continuous variables. Especially the latter, treatment effect modification over a continuous variable, may be challenging to investigate because the association between the outcome and the effect modifier and/or the interaction may not be known.

Often, regression based approaches are used in combination with several assumptions and strategies to deal with continuous effect modifiers. A naive approach is to ignore possible non-linearity either through categorization of the continuous variable, or using the continuous variable as it is in a linear regression model. Categorization involves splitting the continuous co-variable into subgroups based on clinical reasoning. For instance, the risk of developing ovarian cancer may be associated with menopause. Therefore, if age is investigated as a potential effect modifier it is reasonable to categorize the age to younger ( 50 years older) and older (> 50 years old) participants. Due to loss of information, categorization has been criticized for misspecification, reduced power, inflation of the type I error rates and biased results [2–6]. When clinical knowledge to define the subgroups is not available, tree-based approaches have been proposed to estimate these subgroups [7–12]. However, tree-based approaches rely on statistical tests with arbitrary levels of significance, are data sensitive and fit well only when the underlying functional form is a step function.

Another naive approach is to include the effect modifier as it is and fit a linear model, without adjusting for non-linearity. Nevertheless, if the underlying association in not linear the results may be biased. For instance, if we assume linearity between BMI and mortality while the underlying shape is quadratic (U-shape) we may draw the conclusion that they are not associated at all. Additionally, any predictions made by a misspecified linear model will be biased and increasing the sample size will only make things worse.

Often the association between potential effect modifiers and the outcome has already been investigated and a non-linear baseline functional form may have been already known. For instance, in an IPD-MA of 44 cohort studies Liu et al. showed a J-shaped association between BMI and risk of stroke [13]. Researchers investigating thrombolysis treatment and potential effect modification by BMI may include this finding as an a-priori knowledge and introduce exponential or quadratic terms in their regression model. However, the association between BMI and risk of stroke may have a different shape for the treated group than for the control group. Misspecifying this functional shape may lead to the same problems as in the naive linear approach mentioned above.

The aforementioned approaches were either ignoring or assuming the functional shape of the associations known. Another approach is to estimate the functional shape from the data and investigate effect modification. One commonly applied strategy is trail and error. Thereto, researchers fit regression models including various transformations of the effect modifier, such as polynomial, trigonometric (sine, cosine), exponential and logarithmic. Then, these models are compared with each other using statistical tests such as Wald and likelihood ratio tests or criteria such as AIC and BIC. The trial and error procedure may be time-consuming and automated approaches are also available. Royston and Altman [14] proposed multivariable fractional polynomial procedure (MFP) in order to detect the best fitting fractional polynomial. Nevertheless, their approach was initially limited to single studies and didn’t include interactions. Therefore, in a subsequent article Royston and Sauerbrei [15] extended their algorithm to include also interactions between binary variables such as treatments and continuous co-variables. Their proposal included estimating treatment effect functions and using treatment effect plots for illustration purposes. Finally, Sauerbrei and Royston [16] extended fractional polynomials to IPD-MA, proposing a two-stage approach. On a first stage an appropriate statistical model is fitted per trial and either the estimated coefficients with their standard errors or the treatment effect functions with their 95% confidence intervals are extracted. On a second stage, these estimates are pooled using either multivariate or point-wise meta-analysis respectively. Nevertheless,their two-stage approach may be prone to power loss when the sample size is small and the outcome is binary [17] or the per trial mean of the continuous effect modifier is highly heterogeneous [18]. Furthermore, both trial and error and fractional polynomial approaches rely on tests with arbitrary significance levels and estimate global functions which may not fit well on the boundaries of a continuous effect modifier. For instance, using the previous example, BMI and mortality may on average fit well using regression models with quadratic terms, but the fit may not be adequate for extreme cases such underweight (BMI <18.5) and severely obese (BMI>40) participants. Splitting the BMI into 3 intervals of BMI [<18.5 , 18.5-40 , 40+] and fitting a model within each interval would provide better fit. Nevertheless, the resulting piece-wise functional shapes, will probably be discontinuous to the knots (18.5, 40). Therefore, piece-wise approaches are usually combined with smoothing techniques in order to show continuous functional shapes.

Wang et al. [12,19] proposed a two-stage IPD-MA moving average (sliding window) approach for binary and time-to-event outcomes, called meta-STEPP. On the first stage the continuous effect modifier is split into intervals with the same number of events and within-interval and per study treatment effect are estimated using an effect size of choice. On a second stage, these within-interval treatment effects are pooled using either fixed or random effects meta-analysis. Finally, the pooled effect sizes are tested for heterogeneity using Cochran’s Q test. This algorithm is repeated multiple times with overlapping sliding windows for smoother results. Cochran’s Q is the weighted average of the distances of the within-interval estimates to the average. Therefore, Cochran’s Q lacks power to detect non-linear effect modification, compared to smoother approaches. Furthermore, the size of the window and the moving step may influence our results.

A more flexible approach is to use generalized additive models (GAMs). GAMs in their simplest form also split the effect modifier into knots and fit a polynomial regression within each interval. Nevertheless, these regression models are restricted to be continuous over the knots. The most often used polynomials are cubic splines while quadratic and linear are also available. Natural splines have one further restriction to be linear beyond the extreme knots. If we don’t have prior knowledge for the knots these can be estimated using a cross-validation technique. Another piece-wise approach is locally (weighted) scatterplot smoothing (loess). Loess is a non-parametric regression that uses a sliding window technique for smoothing. Specifically, a weighted linear or quadratic model is fitted per data point using as a dataset its nearest observations. The number of these observations determines the size of the sliding window controls the smoothness of the functional shape. A combination of splines and loess is smoothing splines. Hereby, the sum of the maximum likelihood and a penalty factor for wiggliness () is minimized. The functional shapes are adjusted by either manually tuning the values of or through an automated cross-validation procedure.

Applying GAMs may be beneficial for research as they make limited assumptions and can detect complex shapes. Specifically, with GAMs we may begin with smooth functions rather than naive linearity and let the data decide the underlying functional shape. This procedure involves less assumptions, no use of multiple statistical tests and may lead to better fitted regression lines. Nevertheless, it is still unknown how should we apply GAMs, when information from multiple studies is available. Our goal is to advocate the use of flexible over naive and restricted methods, inform for the available approaches and provide a tutorial how to fit them in empirical examples of IPD-MA.

##### 

# 2. Methods

In our study we advocate the use of generalized additive models (GAMMs) to model and investigate treatment effect modification by a continuous variable, whilst accounting for non-linear functional shapes and within study clustering of the participants. We will present two approaches to model and two approaches to pool the results of a GAMs.
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