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## Background

Individual participant data(IPD) meta-analysis(MA) is considered the gold standard since a variety of opportunities are offered. The investigation of treatment-effect modification is one of them, Nevertheless, effect modification over a continuous co-variables may be challenging, as non-linear interactions may be present. Most methods either ignore non-linear effect modification, or use a forward technique to model non-linearities that relies on statistical tests with arbitrary significance levels.

## Objective

We propose a new approach to model and investigate treatment-effect modification, while modelling non-linear associations using smoothing splines.

## Methods

## Results

## Conclusion

##### 

# 1. Introduction

One of the main goals of an individual participant data (IPD) meta-analysis (MA) is to investigate treatment effect differences associated with patient characteristics [1]. Modification of treatment effect over continuous variables may be challenging to investigate because the association between the outcome and the effect modifier and/or the interaction may not be linear. Regression based approaches are often used and their strategies include either ignoring, assuming known, or estimating functional shapes. Nevertheless, the first two strategies require assumptions that may not be true, and/or a-priori knowledge that may not be present, while estimating a non-linear functional shape involves step-wise procedures that rely on multiple testing and arbitrary significance levels. On the other hand, generalized additive mixed effect models (GAMMs) with smoothing splines are more flexible. GAMMs are penalized regressions that account for non-linearities and can be considered a super-set of generalized linear mixed effects models GLMMs. Thereto, we may benefit from the flexibility offered by smoothing splines and present effect modification as a function, avoiding statistical testing.

IPD-MA may be conducted using either one or two-stages. In one-stage IPD-MA an appropriate mixed effects model is applied accounting for within study clustering of the participants. In two-stage IPD-MA, an appropriate statistical model is applied per study. Thereto, the either the estimates of interest or the regression lines are extracted and subsequently pooled using typical meta-analytical methods. One stage methods have greater or equal power [2], but need careful modeling and expertise [3].

A naive approach is to ignore a non-linear functional form either through categorization or using the continuous variable as it is. Categorization involves splitting the continuous co-variable into subgroups, due to some clinical reasoning. For instance, the risk of developing ovarian cancer may be associated with menopause. Therefore, if age is a potential effect modifier it is reasonable to categorize the age to younger ( 50 years older) and older (> 50 years old) participants. Due to loss of information categorization has been criticized for misspecification, reduced power, inflation of the type I error rates and biased results [4–8]. When a-priori clinical reasoning for the subgroups is not available, tree-based approaches have been proposed to estimate subgroups [9–13]. Nevertheless, these approaches rely on statistical tests with arbitrary levels of significance and are useful when the underlying functional form is a step function. On the other hand, fitting a linear model while the underlying association in not linear will by definition produce biased results. Nevertheless, often potential effect modifiers are often associated with the outcome and have been investigated as prognostic factors. Thereby, a non-linear baseline functional form may be already known. For instance, BMI and blood pressure may have a J-shaped association. Researchers then may investigate potential anti-hypertensive treatment effect modification by BMI, while including quadratic terms. Nevertheless, the BMI and blood pressure functional shape on the treated group may not be quadratic.

Regression-methods to estimate functional shapes involve . Royston and Altman [14] introduced fractional polynomials in order to model non-linear associations. Fractional polynomials receive their degrees from a fixed set = {-2, -1, -0.5, ln, 0.5, 1, 2, 3}. Subsequently, Royston and Sauerbrei [15] extended their strategy to model treatment effects over a continuous co-variable involving interaction. Nevertheless, both approaches were limited to single studies. In a subsequent article they extended their proposal to IPD-MA using a two-stage approach [16]. In the fist stage, a fractional polynomial is selected using one of the following three methods : 1) the best fitting overall FP, 2) the best fitting -per trial- second degree FP2 3) the best fitting -per trial- FP which can be any combination of linear, FP1 or FP2. Then a treatment effect function per trial is estimated and as a second step pooled using point-wise meta-analysis. Nevertheless, the assumption that the outcome-effect modifier association has the same shape in both treatment arms may not be true. Furthermore, fractional polynomials rely on tests and the choice of significance levels may be arbitrary. Finally, FPs are global polynomial functions and may not fit well on the boundaries of the continuous effect modifier and may be prone to power loss when the per trial mean of the continuous effect modifier is highly heterogeneous [2].

For this, various approaches to account for non-linear associations have been developed, such as splines and fractional polynomials (FP) [16]. For IPD-MA, regression-based approaches such as linear models, piecewise polynomials, FPs and smoothing splines may be performed either in one or two stages. In a two-stage approach, each trial is first modelled separately using an appropriate statistical model. Subsequently, we pool either the extracted coefficients if shared across the trials or their fitted functions, using standard meta-analytical tools. In contrast, in one-stage IPD-MA the IPD from all trials are analysed simultaneously whilst accounting for the clustering of participants within studies . Hereto, we model interactions between treatment and patient-level variables while accounting also for the shape of the associations with the outcome. Recent recommendations suggest mean-centring the potential effect modifiers per trial in order to account for potential ecological bias due to unadjusted confounding. In such a one-stage model, within-trial clustering can be accounted for using either a fixed effect (common intercept/slope), fixed effects (stratified intercept/slope), or random effects [17]. Other methods to explore effect modification are plot- and tree-based methods such as the generalised linear mixed-effects model tree (GLMM-tree) method [18] or meta-stepp, a moving average (sliding window) method.

Nevertheless, all the above either rely on statistical tests with arbitrary significance levels, assumptions that may not be true, or a-priori knowledge that might not be present.

Furthermore, although the association between the outcome and the continuous effect modifier is highly informative, clinical decisions are based on subgroups of participants the differ in treatment response. Finally, subgroups generated from continuous variables are defined by the cut-points were the treatment effect is considered to change. These cut-points may be based on the treatment effect function [19], i.e. the difference between the two treatments over the range of the covariable or the treatment-effect modifier interaction terms [20].

Although there is a large variety of methods to explore effect modification for continuous covariates, little guidance exists on their use. We aim to describe and illustrate the aforementioned methods by applying them on two empirical examples, while discussing their (potential) advantages and limitations.
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