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# INTRODUCTION

An integral part of planning a software system is defining the functional requirements. Before development begins documentation is required that clearly represents what the system is meant to do and how a user interacts with it. Use cases encompass the requirements of a system and map the order of events that enable the system to achieve its goal (Bittner, 2002). The Unified Modelling Language (UML) is used to create models that visually display aspects of a system. UML is considered a standard modelling language used in systems development to identify and demonstrate the use cases of a software system (Quatrani & Evangelist, 2003). UML use case diagrams provide an effective method of modelling functional requirements of software systems while providing a simple representation of the systems functionalities for both the prospective user and developer (Shen & Liu, 2003).

While UML use cases are helpful for understanding the interactions between application users and the system, a need exists for a similar diagram that examines the threats and threat actors against the system. As the name suggests, misuse case diagrams are use case diagrams created from a malicious actor’s point of view; a misuser who create misuses. Misuse case diagrams interact with the use case diagram to demonstrate the security threats at each functional requirement (Alexander, 2003). They can be used as an effective means of modelling security requirements (Johnstone, 2011).

There exist many methodologies for creating misuses and identifying threats for a given actor and category of vulnerability. The “STRIDE” methodology consists of a matrix which binds six areas of security; Spoofing identity, Tampering, Repudiation, Information disclosure, Denial of service and Elevation of privilege (Johnstone, 2010). Using the STRIDE matrix it is possible to enhance a UML with threat modelling capability by creating misuse cases for a given threat actor, threat type and use case (Johnstone, 2010). However, not all the misuses created will make practical sense and intelligence is needed to examine the candidate misuse cases and determine their validity.

Accepting a use case diagram in XML format we propose a system that will generate a list of candidate misuse cases and then apply a pruning algorithm to produce a reduced list of valid misuse cases. By building a decision tree that defines what properties valid misuse cases often have we can prune our candidate misuse case dataset and ultimately automate the validation task of creating misuse cases. This report examines popular pruning algorithms, explaining how they operate and their feasibility in relation to pruning candidate misuse cases.

# DECISION TREE’S

The program must have knowledge of what attributes make up a valid or invalid misuse case before it can effectively apply a pruning strategy. The use of decision trees to dictate what attributes are required for a valid entity and influence system decisions and is a popular machine learning technique (Quinlan, 1986). In visual representation, the tree diagrams begin at a root node and based on a series of decisions and their consequences span out to many leaf nodes. The size (number of nodes) is important to the accuracy of the decision tree and the rule of thumb in order to achieve an appropriate generalisation is that the tree should be the smallest form that will fit the data. Determining the smallest form of a decision tree is often a complex task as it usually isn’t obvious what the best size really is. The potential that adding another node to the tree will greatly skew the results for better or worse is difficult to overcome (Reed, 1993). Too few nodes and the tree misclassifies the production data it’s using against; however, too many nodes and the tree begins to contain unwanted or meaningless nodes, called “overfitting” (Patil, Wadhai, & Gokhale, 2010). The way to overcome overfitting is by algorithmically pruning nodes from the tree, reducing the set to the most efficient and accurate.

# BRUTE FORCE PRUNING ALGORITHM

A potential solution to overfitting and hence invalid misuse cases is with the use of brute force pruning, also known as reduced error pruning. This method requires a “training set” which is data containing a series of “known good” correctly classified data and the corresponding attributes that led to that classification. This dataset is presented to the decision tree and the output is compared so that the tree can be checked whether it is correctly classifying data and what percentage of error occurred (Quinlan, 1986). The reduced error pruning algorithm generalises the tree by deleting rules in the decision tree and reassessing the error against the training set until further deletion results in significant decreases in classification accuracy (Fürnkranz & Widmer, 1994).

## AUTHOR NOTES

Reduced error pruning has been proven to work well on some datasets. It does not come without limitations though, one being efficiency. Assuming that each decision rule is deleted or modified at least once before the tree is generalised the pruning loop must execute numerous times depending on the number of decision rules. With every rule needed to be assessed to determine its effect on the error, reduced error pruning becomes unfeasible on large decision trees (Fürnkranz & Widmer, 1994).

Additionally, and more importantly, to solve the problem posed by this assignment with reduced error pruning would involve constructing a training set. Investing the time to generate training data to prune a decision tree would involve solving the assignment task manually which defeats the purpose of the program.

# MINIMAX DECISION THEORY CONCEPT WITH ALPHA-BETA PRUNING

The minimax decision theory concept is one of many designed for two player games where the artificial intelligence (AI) player must determine its best moves without having knowledge of what moves the other player will make. The minimax theory is to choose the path that grants minimal loss for the AI player given a worst case scenario. It plays to maximise the worst case payoff (Goodrich, 2006). In layman’s terminology it’s the path that might not guarantee the highest score but can guarantee the highest score if the other player makes perfect moves (Jones, n.d.). In the context of the assignment, minimax would algorithmically determine a misuse case with decent probability after taking into consideration that choosing a more probable misuse case could lead to a very improbable misuse case being included in the results.

Alpha-Beta pruning is an enhancement of the minimax theorem (Bundy & Wallen, 1984). It efficiently determines the best value for the decision trees root node by traversing the tree left to right and pruning any nodes that can no longer influence the value of the root node. It chooses to only explore a branch if there is a possibility of it producing a more superior result (Pearl, 1982).

The “Alpha” value is the best already explored option along the path to the root for the maximiser and “Beta” being the best already explored option along the path to the root for the minimiser. If faced with a (Beta < Alpha) situation then the algorithm will prune any further leaf nodes as choosing leafs from this node will result is poor results being classified as valid paths (Rich, n.d.).
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Figure 1: Alpha-Beta Pruning on minimax decision tree (Rich, n.d.)

Taking the example tree in figure 1, Alpha-Beta will traverse the tree beginning at the left node with 4, 12 and 7. The minimiser node (denoted by the circles) will examine the minimum value it can obtain from the leaf nodes, in this case 4, and pass it back up to the parent (the root node).

At this point we will have an Alpha value of 4 (current value of the root node) and a Beta value of “negative infinity” (there is no minimiser node between the root node and the path to the root node).

The centre node is then explored starting with the furthest left leaf containing the number 10. At this point the current maximiser (Alpha) is 4 and since 10 > 4 Alpha-Beta cannot prune because the result is superior (meaning this path is currently looking like a good choice). The minimiser inherits the 10 as it is the current smallest assessed value, so Beta becomes 10.

Continuing, it checks 5 > 4 (Alpha) and although it still cannot prune (because Beta (10) > (4) Alpha) the minimiser has found a better result (10 > 5) so the minimiser is set at 5. Lastly, it checks 6 > 4 (Alpha) and cannot prune. The minimiser concludes that 5 is the smallest value obtainable from this path. The result 5 is passed up to the parent node, a maximiser, which determines that 5 > 4 and hence the root node and new Alpha value becomes 5.

Alpha-Beta traverses the last node which calculates 1 < 5 (Alpha). The minimiser node sets 1 as Beta and Alpha-Beta concludes that this path is no longer worth traversing because the minimum (Beta) is 1 which is a worse result than the current maximiser (Alpha) 5 and hence Beta (1) < (5) Alpha – it prunes the rest of the leaf nodes attached to this branch.

Finally, minimax returns the root node value 5 as the best possible score obtainable (Pearl, 1982; Rich, n.d.).

## AUTHOR NOTES

Minimax and Alpha-Beta define a game playing methodology which isn’t the most suited algorithm for pruning misuse cases as there is no second ‘player’ in our scenario. It is also designed to return only one “best path” for a given game situation, whereas for our program we wish to collect all non-pruned results. Having said that, with minor adaptations we anticipate that minimax and Alpha-Beta will effectively prune poorly weighted misuse cases from the resultant dataset in an intelligent way and provide meaningful results that align with the overall goal of the assignment.

# CALCULATING MISUSE CASE WEIGHTING

In order to use our STRIDE generated misuse cases as leaf nodes in a decision tree we need to convert them into integer figures that can be parsed and analysed by minimax and Alpha-Beta. By examining industry published threat probability reports and comparing the results we can, with greater accuracy, define probability estimates of STRIDE derived misuse cases. The following reports were analysed in constructing the probability results table:

* Internal Vs. External Penetrations: A Computer Security Dilemma (Diaz-Gomez, ValleCarcamo, & Jones, 2010)
* Web Application Security Consortium Statistics ("Web Application Security Statistics ", 2009)
* WhiteHat Website Security Statistics Report (*Website Security Statistics Report*, 2015)
* SANS DDoS Survey (Pescatore, 2014)

Cyber threats are a rapidly growing and evolving field, it was important to compare findings from a range of publications that collect information from many different sources to provide the best overview of the current threat landscape. A “probability range” has been established to better represent the likelihood of attack and have been amalgamated with the STRIDE matrix (1 being rare and 100 being extremely likely):

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| MUC Construct | S | T | R | I | D | E |
| Actor |  |  |  | 16-55 |  |  |
| Mis-Actor(External) | 26-47 | 48-99 |  | 17-64 | 38-99 |  |
| Mis-Actor(Internal) |  | 3-46 | 11-70 | 3-46 |  | 3-46 |

Table 1: STRIDE Probabilities

# CONCLUSION

The program will use the Alpha-Beta pruning algorithm with the minimax decision theory methodology. After the generation of candidate misuse cases tied to use cases the program will generate a probability value for each misuse case. These values will be derived from the probability ranges reported in the STRIDE probability table and subsequently will make up the nine leaf nodes of the decision tree. Admittedly, minimax is not the most appropriate decision theory given the assignment problem. A better decision theory would be one that could determine risks for a given use case and produce valid misuse cases through risk evaluation. However, a versatile decision theory that comprehends use cases would be very difficult to develop and given the timeframe for this assignment and knowledge of machine learning techniques, minimax enhanced with the Alpha-Beta pruning produces appropriate results. One minor adaptation to the minimax decision theory made for this assignment is after pruning instead of reporting the most viable use case (the root node) the program will instead return all non-pruned misuses which will become our set of valid misuses cases for the given use case.

# PROGRAM REQUIREMENTS

As a proof of concept, the program needs only a few key requirements:

* Read use case diagram in xml format
* Generate candidate misuse cases using STRIDE matrix
* Prune candidate misuse cases to remove invalid cases
* Print valid misuse cases to the console

# CLASS DIAGRAM
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