# 算法重点

1. 基础知识

1.程序=算法+数据结构

2.算法是解决某一特定问题的一组有穷指令的序列

3.常见的时间复杂度：

O(n)：遍历、扫描全部输入

O(nlogn)：许多分治算法

O(n2 )：两层循环

O(n3) ：三层循环

O(2n ) ：一个集合的所有子集

O(n!) ：一个集合中的元素的所有组合

押题：

1.算法的复杂性有 时间 复杂性和 空间 复杂性之分。

2.衡量一个算法好坏的标准是（ C ）。  
A 运行速度快 B 占用空间少 C 时间复杂度低 D 代码短

3.算法的五个重要特性

确定性、可行性、输入、输出、有限性

22.算法是由若干条指令组成的有穷序列，且要满足输入、 输出 、确定性和 有限性 四条性质。

1. 递归
2. 递归：直接递归和间接递归
3. 折半查找

int bsearch(int b[],int x,int L,int R)

{

int mid;

if(L>R) return (-1);

mid=(L+R)/2;

if(x==b[mid])

return mid;//正好位于中间位置找到

else if(x<b[mid])

return bsearch(b,x,L,mid-1);//小于中间数，后一半就不用看了

else

return bsearch(b,x,mid+1,R);//大于，舍前一半

}

1. 一般地,一个递归模型是由递归边界和递归体两部分组成,前者确定递归到何时结束,后者确定递归求解时的递推关系。
2. Fabanoci（斐波那契数列）

long Fib(int n)

{

if(n==0||n==1) return n;

else return Fib(n-1)+Fib(n-2);//当前数等于之前两个数的和

}

时间复杂度O(n)=2n

1. 汉诺塔基本思想：n个盘子的汉诺塔问题可递归表示为，首先把上边的n-1个盘子从A柱借助C移到B柱，然后把最下边的一个盘子从A柱移到C柱，最后把移到B柱的n-1个盘子再借助A移到C柱。

void Hanoi(int n,char a,char b,char c)

{

if(n==1)

printf("\t将第%d个盘片从%c移动到%c\n",n,a,c);

else

{

Hanoi(n-1,a,c,b);//把n-1个盘从A借助C移动到B

printf("\t将第%d个盘片从%c移动到%c\n",n,a,c)；

Hanoi(n-1,b,a,c);//把n-1个盘片从B借助A移动到C

}

}

时间复杂度O(n)=2n  
6. 辗转相除法

int GCD(int m,int n)

{

if(n==0) return m;

else return GCD(n,m mod n);

}

1. 递归查找线性表最大元素

int max(int a[],int n)

{

int m;

if(n==0) return a[n];

else{

m=max(a,n-1);

if m>a[n]

return m;

else return a[n]

}

}

押题：

9. 实现循环赛日程表利用的算法是（ A ）。

A、分治策略 B、动态规划法 C、贪心法 D、回溯法

1. 分治算法
2. 分治法的三个步骤：划分、解决、合并。
3. 分治法能解决的问题具有最优子结构性质。各个子问题最好独立，否则最好用动态规划。
4. 分治法体现了一种平衡的思想
5. 合并排序

void MergeSort(Type a[],int left,int right)

{

if(left<right)//两个元素才可开始执行

{

int i=(left+right)/2;//找出中点

mergeSort(a,left,i);

mergeSort(a,i+1,right);

merge(a,b,left,i,right);//合并

copy(a,b,left,right);//复制

}

}

时间复杂度O(nlog2n)

1. 快速排序

Quicksort(A[l...r])

//用Quicksort对子数组排序

//输入：数组A[0..n-1]中的子数组

//输出：非降序的子数组A[l...r]

if (l<r){

s  Partition(A[l...r]);

Quicksort(A[l...s-1]);

Quicksort(A[s+1...r]);

}

//以第一个元素作为中轴，划分数组

//输入：数组A[l..r]，l,r为左右下标

//输出：A[l..r]的一个分区，返回划分点位置

pA[l];

il; jr+1;

reapeat

reapeat jj-1 until A[j] ≤p；

reapeat ii+1 until A[i] ≥p；

swap(A[i],A[j]);

until i ≥ j

swap(A[l],A[j]);

return j;

时间复杂度O(n2)

押题：

1. 给定已按升序排好序的n个元素a[0:n-1]，现要在这n个元素中找出一特定元素x，返回其在数组中的位置，如果未找到返回-1。

写出二分搜索的算法，并分析其时间复杂度。

template<class Type>

int BinarySearch(Type a[], const Type& x, int n)

{//在a[0:n]中搜索x，找到x时返回其在数组中的位置，否则返回-1

Int left=0; int right=n-1;

While (left<=right){

int middle=(left+right)/2;

if (x==a[middle]) return middle;

if (x>a[middle]) left=middle+1;

else right=middle-1;

}

Return -1;

}

时间复杂性为O(log2n)

2. 利用分治算法写出合并排序的算法，并分析其时间复杂度

1. void MergeSort(Type a[], int left, int right)

{

if (left<right) {//至少有2个元素

int i=(left+right)/2; //取中点

mergeSort(a, left, i);

mergeSort(a, i+1, right);

merge(a, b, left, i, right); //合并到数组b

copy(a, b, left, right); //复制回数组a

}

}

算法在最坏情况下的时间复杂度为O(nlogn)。

1、二分搜索算法是利用（ A ）实现的算法。

A、分治策略   B、动态规划法   C、贪心法    D、回溯法

29、使用分治法求解不需要满足的条件是（ A ）。  
A 子问题必须是一样的  
B 子问题不能够重复  
C 子问题的解可以合并  
D 原问题和子问题使用相同的方法解

34．实现合并排序利用的算法是（ A ）。

A、分治策略 B、动态规划法 C、贪心法 D、回溯法

41．实现大整数的乘法是利用的算法（ C ）。

A、贪心法 B、动态规划法 C、分治策略 D、回溯法

52. 一个问题可用动态规划算法或贪心算法求解的关键特征是问题的（ B ）。

A、重叠子问题 B、最优子结构性质 C、贪心选择性质 D、定义最优解

55. 实现最长公共子序列利用的算法是（ B ）。

A、分治策略 B、动态规划法 C、贪心法 D、回溯法

4.矩阵连乘问题的算法可由 动态规划 设计实现。

7、从分治法的一般设计模式可以看出，用它设计出的程序一般是 递归算法 。

8、问题的 最优子结构性质 是该问题可用动态规划算法或贪心算法求解的关键特征。

21. 动态规划算法的基本思想是将待求解问题分解成若干 子问题 ，先求解 子问题 ，然后从这些 子问题 的解得到原问题的解。

1. 大整数乘积算法是用 分治法 来设计的。

27.快速排序算法是基于 分治策略 的一种排序算法。

35.快速排序算法的性能取决于 划分的对称性 。

1. 贪心算法

1.贪心策略：在每个局部阶段，都做出一个看上去最优的决策(即某种意义下的、或某个标准下的局部最优解)，并期望通过每次所做的局部最优选择产生出一个全局最优解。

2.贪心算法设计要素：最优子结构性质和贪心选择性质

3.背包问题可以用贪心算法求解，而0-1背包问题却不能用贪心算法求解。

4.背包问题贪心解法：先装满收益最高的，然后次高的，依次到装不下。

5.最优装载问题：有一批集装箱要装上一艘载重量为c的轮船。其中集装箱i的重量为wi。最优装载问题要求确定在装载体积不受限制的情况下，将尽可能多的集装箱装上轮船。

template<class Type>

void Loading(int x[],Type w[],Type c,int n)

{

int \*t=new int[n+1];

Sort(w,t,n);

for(int i=1;i<=n;i++)

x[i]=0;

for(int i=1;i<=n&&w[t[i]]<=c;i++)

{

x[t[i]]=1;//从最轻的开始装

c-=w[t[i]];//装完之后剩余空间减少

}

}

1. 哈夫曼树算法

template<class T>

BinaryTree<int>HuffmanTree(T f[],int n)

{

Huffman<T>\*W=new Huffman<T>[n+1];

BinaryTree<int>z,zero;

for(int i=1;i<=n;i++)

{

z.MakeTree(i,zero,zero);

W[i].weight=f[i];

W[i].tree=z;

}//数组变成一个最小堆

MinHeap<Huffman<T>>Q(1);

Q.Initialize(w,n,n);//将堆中的树合并

Huffman<T>x,y;

for(i=1;i<n;i++)

{

Q.DeleteMin(x);

Q.DeleteMin(y);

z.MakeTree(0,x.tree,y.tree);

x.weight+=y.weight;

x.tree=z;

Q.Insert(x);

Q.DeleteMin(x);//最后得到的树

Q.deactivate();

delete[] w;

return x.tree;

}

}

押题：

14．哈弗曼编码的贪心算法所需的计算时间为（ B ）。

A、O（n2n） B、O（nlogn） C、O（2n） D、O（n）

18.下面是贪心算法的基本要素的是（ C ）。

A、重叠子问题 B、构造最优解 C、贪心选择性质 D、定义最优解

21、下面关于NP问题说法正确的是（ B ）  
A NP问题都是不可能解决的问题  
B P类问题包含在NP类问题中  
C NP完全问题是P类问题的子集  
D NP类问题包含在P类问题中

24. （D ）是贪心算法与动态规划算法的共同点。

A、重叠子问题 B、构造最优解 C、贪心选择性质 D、最优子结构性质

30、下面问题（ B ）不能使用贪心法解决。  
A 单源最短路径问题 B N皇后问题   
C 最小花费生成树问题 D 背包问题  
31、下列算法中不能解决0/1背包问题的是（ A ）  
A 贪心法 B 动态规划 C 回溯法 D 分支限界法  
40、背包问题的贪心算法所需的计算时间为（ B ）

A、O（n2n）     B、O（nlogn）    C、O（2n）      D、O（n）

44．贪心算法与动态规划算法的主要区别是（ B ）。

A、最优子结构 B、贪心选择性质 C、构造最优解 D、定义最优解

53．采用贪心算法的最优装载问题的主要计算量在于将集装箱依其重量从小到大排序，故算法的时间复杂度为 ( B ) 。

A、O（n2n） B、O（nlogn） C、O（2n） D、O（n）

1.背包问题的贪心算法

void Knapsack(int n,float M,float v[],float w[],float x[])

{

Sort(n,v,w);

int i;

for (i=1;i<=n;i++) x[i]=0;

float c=M;

for (i=1;i<=n;i++) {

if (w[i]>c) break;

x[i]=1;

c - =w[i];

}

if (i<=n) x[i]=c/w[i];

}

4.贪心算法求活动安排问题

template<class Type>

void **GreedySelector**(int n, Type s[], Type f[], bool A[])

{

A[1]=true;

int j=1;

for (int i=2;i<=n;i++) {

if (s[i]>=f[j])

{ A[i]=true;

j=i;

}

else A[i]=false;

}

}

1. 动态规划
2. 数字三角形（最短路径)

![](data:image/png;base64,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)

int MaxSum(int r,int j)

{

if(r==N)//判断是否走完

return D[r][j];

if(aMaxSum[r+1][j]==-1)//如果MaxSum(r+1,j)没计算过

aMaxSum[r+1][j]=MaxSum(r+1,j);

if(aMaxSum[r+1][j+1]==-1)//如果MaxSum(r+1,j+1)没计算过

aMaxSum[r+1][j+1]=MaxSum(r+1,j+1);

if(aMaxSum[r+1][j]>aMaxSum[r+1][j+1])

return aMaxSum[r+1][j]+D[r][j];

return aMaxSum[r+1][j+1]+D[r][j];

}

2.0-1背包问题

设n个物品的重量存储在数组w[n]中，价值存储在数组v[n]中，背包容量为C，数组V[n+1][C+1]存放迭代结果，其中V[i][j]表示前i个物品装入容量为j的背包中获得的最大价值，数组x[n]存储装入背包的物品

int KnapSack(int n,int w[],int v[])

{

for(i=0;i<=n;i++)//初始化第0列

V[i][0]=0;

for(j=0;j<=C;k++)//初始化第0行

V[0][j]=0;

for(i=1;i<=n;i++)

for(j=1;j<=C;j++)

if(j<w[i]) V[i][j]=V[i-1][j];

else V[i][j]=max(V[i-1][j],V[i-1][j-w[i]=v[i]);

j=C;//求装入背包的物品

for(i=n;i>0;i--)

{

if(V[i][j]>V[i-1][j])

{

x[i]=1;

j=j-w[i];

}

else x[i]=0;

}

return V[n][C];//返回背包获取的最大价值

}

3.最长公共子序列

int CommonOrder(int m, int n, int x[ ], int y[ ], int z[ ])

{

for (j=0; j<=n; j++) //初始化第0行

L[0][j]=0;

for (i=0; j<=m; i++) //初始化第0列

L[i][0]=0;

for (i=1; i<=m; i++)

for (j=1; j<=n; j++)

if (x[i]= =y[j]) { L[i][j]=L[i-1][j-1]+1; S[i][j]=1; }

else if (L[i][j-1]>=L[i-1][j]) { L[i][j]=L[i][j-1]; S[i][j]=2; }

else {L[i][j]=L[i-1][j]; S[i][j]=3; }

i=m; j=n; k=L[m][n];

for (i>0 && j>0)

{

if (S[i][j]= =1) { z[k]=x[i]; k--; i--; j--; }

else if (S[i][j]= =2) j--;

else i--;

}

return L[m][n];

}

1. 平均比较次数：![](data:image/x-wmf;base64,183GmgAAAAAAAOAFQAT/CAAAAABOXgEACQAAA5kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+gBQAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAJoICjks5RIA2J/xd+Gf8XcgIPN3vgxmxAQAAAAtAQAACAAAADIK2QI3AAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAA8g0KOyzlEgDYn/F34Z/xdyAg83e+DGbEBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DwwABAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAJoICjos5RIA2J/xd+Gf8XcgIPN3vgxmxAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAogDAQAAALR5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd74MZsQEAAAALQEBAAQAAADwAQAACAAAADIK+gDLAAEAAABueQgAAAAyCu8DcwABAAAAaXkIAAAAMgrgAjAFAQAAAGl5CAAAADIK4ALzAgEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/F34Z/xdyAg83e+DGbEBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACigQBAAAAY3kIAAAAMgqAAjUCAQAAAHB5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif8Xfhn/F3ICDzd74MZsQEAAAALQEBAAQAAADwAQAACAAAADIK7wMyAQEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMS+DGbEAAAKACEAigEAAAAAAAAAAEjnEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)中pi是记录ri的查找概率，ci是在二叉查找树中查找ri的比较次数。

押题：

13.备忘录方法是那种算法的变形。（ B ）

A、分治法 B、动态规划法 C、贪心法 D、回溯法

16．最长公共子序列算法利用的算法是（ B ）。

A、分支界限法 B、动态规划法 C、贪心法 D、回溯法

23.下列哪一种算法不是随机化算法（ C ）

A. 蒙特卡罗算法B. 拉斯维加斯算法C.动态规划算法D.舍伍德算法

35．下列是动态规划算法基本要素的是（ D ）。

A、定义最优解 B、构造最优解 C、算出最优解 D、子问题重叠性质

36．下列算法中通常以自底向下的方式求解最优解的是（ B ）。

A、分治法 B、动态规划法 C、贪心法 D、回溯法

45. 实现最大子段和利用的算法是（ B ）。

A、分治策略 B、动态规划法 C、贪心法 D、回溯法

28.动态规划算法的两个基本要素是 最优子结构 性质和 重叠子问题 性质 。

21. 动态规划算法的基本思想是将待求解问题分解成若干 子问题 ，先求解 子问题 ，然后从这些 子问题 的解得到原问题的解。

2.最大子段和: 动态规划算法

int MaxSum(int n, int a[])

{

int sum=0, b=0； //sum存储当前最大的b[j], b存储b[j]

for(int j=1； j<=n； j++) {

if (b>0) b+= a[j] ；

else b=a[i]; ； //一旦某个区段和为负，则从下一个位置累和

if(b>sum) sum=b;

}

return sum；

2设计动态规划算法的主要步骤为：

1. 找出最优解的性质，并刻划其结构特征。
2. 递归地定义最优值。
3. 以自底向上的方式计算出最优值。

（4）根据计算最优值时得到的信息，构造最优解。

1. 分治法与动态规划法的相同点与不同点分别是什么？

两者的相同点：将待求解的问题分解成若干个子问题，先求解子问题，然后从这些子问题的解得到原问题的解。

两者的不同点是：适合于用动态规划法求解的问题，经分解得到的子问题往往不是互相独立的。而用分治法求解的问题，经分解得到的子问题往往是互相独立的。

1. 回溯
2. 回溯和分枝限界法是比较常用的对候选解进行系统检查两种方法。
3. 常用的剪枝函数：用约束函数在扩展结点处剪去不满足约束的子树；用限界函数剪去得不到最优解的子树。
4. 具有限界函数的深度优先生成法称为回溯法。
5. 回溯法算法框架：采用树的非递归深度优先遍历算法，可将回溯法表示为一个非递归迭代过程。

void iterativeBacktrack()

{

int t=1;

while(t>0){

if(f(n,t)<=g(n,t))

for(int i=f(n,t);i<=g(n,t);i++){

x[t]=h(i);

if(constraint(t)&&bound(t)){

if(solution(t)) output(x);//输出最优解

else t++;//否则搜索下一节点

}

}

else t--;//回溯到上一节点

}

}

1. 回溯三要素：解空间、约束条件、状态树
2. 装载问题：

public static void Backtrack(int i)

{

if(i>=n)//到达叶节点

{

if(cw>bestw)//更新当前最优解

{

for(int j=0;j<n;j++) bestx[j]=x[j];//更新

bestw=cw;

return;

}

r-=w[i];//剩余货箱的重量和

if(cw+w[i]<=c)//搜索左子树，之前的一件可以装进来

{

x[i]=1;cw+=w[i];//更新当前重量

Backtrack(i+1);//搜索下一结点

cw-=w[i];//回溯

}

if(cw+r>bestw)//当前+剩余有可能大于最优解，搜索右子树

{

x[i]=0;Backtrack(i+1);

}

r+=w[i];//更新

}

}

1. 作业调度

int Flow(int \*\* M, int n, int bestx[ ] )

{ int ub = 32767;

Flowshop X;

X.x = new int [n+ 1]; //当前调度

X.f2 = new int[n+ l]; //机器2完成处理时间

X.t = t; //各作业所需处理时间

X.n= n; //作业数

X.bestx = bestx; //当前最优调度

X. bestf = ub; //当前最优调度时间

X.f1 = 0; //机器1完成处理时间

X.f = 0; //时间和

for(int i = 0;i<= n; i++)

X.f2[i] = 0,X.x[i]=i;

X. Backtrack( 1 );

delete [ ] X. x;

delete [ ] X. f2;

return X. bestf ;}

时间复杂度O(n!)

押题：

5. 回溯法解旅行售货员问题时的解空间树是（ A ）。

A、子集树 B、排列树 C、深度优先生成树 D、广度优先生成树

19.回溯法的效率不依赖于下列哪些因素（ D ）

A.满足显约束的值的个数 B. 计算约束函数的时间

C. 计算限界函数的时间 D. 确定解空间的时间

20.下面哪种函数是回溯法中为避免无效搜索采取的策略（ B ）

A．递归函数 B.剪枝函数 C。随机数函数 D.搜索函数

32、回溯法搜索状态空间树是按照（ C ）的顺序。  
A 中序遍历 B 广度优先遍历 C 深度优先遍历 D 层次优先遍历

15、使用回溯法进行状态空间树裁剪分支时一般有两个标准：约束条件和目标函数的界，N皇后问题和0/1背包问题正好是两种不同的类型，其中同时使用约束条件和目标函数的界进行裁剪的是 0/1背包问题 ，只使用约束条件进行裁剪的是 N皇后问题 。

30.回溯法是一种既带有 系统性 又带有 跳跃性 的搜索算法。

33．回溯法搜索解空间树时，常用的两种剪枝函数为 约束函数 和 限界函数 。

5.用回溯法搜索子集树的算法为：

void **backtrack** (int t)

{

if (t>n) output(x);

else

for (int i=0;i<=1;i++) {

x[t]=i;

if (constraint(t)&&bound(t)) backtrack(t+1);

}

}

9. 回溯法中常见的两类典型的解空间树是子集树和排列树。

当所给的问题是从n个元素的集合S中找出满足某种性质的子集时，相应的解空间树称为子集树。这类子集树通常有2n个叶结点，遍历子集树需O(2n)计算时间 。

当所给的问题是确定n个元素满足某种性质的排列时，相应的解空间树称为排列树。这类排列树通常有n!个叶结点。遍历排列树需要O(n!)计算时间。

//定义一个节点类

struct Node

{

int number;

vector<int>x;//保存当前解

};

//定义一个Queen的类

class Queen

{

friend int nQueen(int);

public:

bool Place(Node q,int n);

void Research();

int n;//皇后个数

int \*bestx;//最优解

};

//判断是否能够放置的函数

bool Queen::Place(Node q,int n)

{

for(int j=1; j<n; j++)

if((abs(n-j)==abs(q.x[j]-q.x[n]))||(q.x[j]==q.x[n])) return false;

return true;

}

void Queen::Research()

{

queue<Node>Q;//活节点队列

Node sign;

sign.number=-1;

Q.push(sign);//同层节点尾部标志

int t=1;//当前节点所处的层

Node Ew;//当前扩展节点

Ew.number=0;

//搜索子集空间树

while(1)

{

//检查所有的孩子节点

for(int k=1; k<=n; k++)

{

//把当前扩展节点的值赋给下一个节点

Node q;

q.number=t;

q.x.push\_back(0);//第一个位置为0

for(int i=1; i<t; i++) q.x.push\_back(Ew.x[i]);

q.x.push\_back(k);

if(Place(q,t))

Q.push(q);

}

//取下一扩展节点,取出，赋值给Ew

Ew=Q.front();

Q.pop();

if(Ew.number==-1)

{

//同层节点尾部标记

t++;//进入下一层

Q.push(sign);//增加标记

//继续往下去下一个节点

Ew=Q.front();

Q.pop();

}

if(Ew.number==n) //找到最后一层的节点

{

for(int i=0; i<=n; i++) bestx[i]=Ew.x[i];

break;

}

}

}

int nQueen(int n)

{

Queen X;

X.n=n;

X.bestx=new int[n+1];

for(int i=0; i<=n; i++) X.bestx[i]=0;

X.Research();

for(int i=1; i<=n; i++)

{

cout<<X.bestx[i]<<" ";

}

}

1. 分支限界
2. 分类：队列式和优先队列式
3. 关键问题：如何确定合适的限界函数；如何组织待处理结点表；如何确定最优解中的各个分量 。

押题：

15．分支限界法解最大团问题时，活结点表的组织形式是（ B ）。

A、最小堆 B、最大堆 C、栈 D、数组

26. 分支限界法解旅行售货员问题时，活结点表的组织形式是（ A ）。

A、最小堆 B、最大堆 C、栈 D、数组

37．采用广度优先策略搜索的算法是（ A ）。

A、分支界限法 B、动态规划法 C、贪心法 D、回溯法

43．采用最大效益优先搜索方式的算法是（ A ）。

A、分支界限法 B、动态规划法 C、贪心法 D、回溯法

46.优先队列式分支限界法选取扩展结点的原则是（ C ）。

A、先进先出 B、后进先出 C、结点的优先级 D、随机

48、广度优先是（ A ）的一搜索方式。

A、分支界限法      B、动态规划法    C、贪心法    D、回溯法

32．分支限界法是一种既带有 系统性 又带有 跳跃性 的搜索算法。

1. 分支限界法与回溯法的相同点与不同点分别是什么？

相同点：都是一种在问题的解空间树T中搜索问题解的算法。

不同点：

（1）求解目标不同；

1. 搜索方式不同；
2. 对扩展结点的扩展方式不同；

（4）存储空间的要求不同。

7. 用分支限界法设计算法的步骤是：

(1)针对所给问题，定义问题的解空间（对解进行编码）；分

(2)确定易于搜索的解空间结构（按树或图组织解） ；

(3)以广度优先或以最小耗费（最大收益）优先的方式搜索解空间，并在搜索过程中用剪枝函数避免无效搜索。

8. 常见的两种分支限界法的算法框架

（1）队列式(FIFO)分支限界法：按照队列先进先出（FIFO）原则选取下一个节点为扩展节点。 （2）优先队列式分支限界法：按照优先队列中规定的优先级选取优先级最高的节点成为当前扩展节点。

10. 分支限界法的搜索策略是：

在扩展结点处，先生成其所有的儿子结点（分支），然后再从当前的活结点表中选择下一个扩展结点。为了有效地选择下一扩展结点，加速搜索的进程，在每一个活结点处，计算一个函数值（限界），并根据函数值，从当前活结点表中选择一个最有利的结点作为扩展结点，使搜索朝着解空间上有最优解的分支推进，以便尽快地找出一个最优解。