# Notes On Thought To Reality Difficulty

WHICH INFORMATION CONTEXT WINDOW PROVIDES ME THE LONGEST LENGTH OF DEVOTED AWARENESS TOWARDS BRINGING MY HIGHER SELF OUT, WHICH ENVIRONMENTS OFFER THIS FOR ME?

Is heaven a place where our wildest dreams come true, where anything we want is immediate. Humans are imperfect, and we have all given in to temptation in our life. So if we get close to even stronger temptations like perfect AI partners and virtual worlds…. What would have any real value any longer?

This hard problem is commonly referred to as the Ai alignment problem, which seeks to find potential solutions to making sure whatever future is created from this takeoff in reality manipulation power, is one where reality is manipulated towards utopia, rather than the opposite.

Many people see this field as one where research and ideation of ways to align Ai as the best pathway to give us the highest chance of solving the alignment problem. Many on the outside claim this to be an idealistic waste of time for a multitude of reasons. The argument I back up is that what matters more is that we focus on first being able to effect the AI that needs our alignment, to actually even have the opportunity to put these theoretical alignment solutions to the test.

That does not mean I think people who have been working on ai alignment research should switch to trying to create proto-agi. This idea of “re-routing existing resources in EA” is actually a higher meta-level critique of EA as a whole that I strongly hold. I believe we are thinking in a scarcity mindset to try and do ANY restructuring of an organization that is under a hundred thousand members strong. Instead, finding areas that feel undersupplied should give more excitement for expansion of the resource pool of humans inside of EA tackling these problems, rather than a belief in shifting existing talent. It’s important to remember that we live in a bubble.

If I was fully in charge of EA as a whole, would I reroute all animal-welfare spending on Ai? Sure, but that would be acting in a scarcity mindset about the vast amount of talent and resources globally. The world needs more waking up to existential dread. We will always be fighting an under-educated world if we don't focus on educating them.

Potentially my personal experience in growth hacking attention allows me to have a more clear abundance mindset when it comes to this topic.

Orators and living manifestations of the EA mindset into the global consciousness.

Peter Singer

Will Macaskill

Misalignment from human ideals may very well have a higher chance of a utopian future than an AI fully aligned to a single human.

---

It means a world average consumption of primary energy of \*\*\*58 kWh per day per person\*\*\*.

\*\*82 cents\*\* per pound

White rice has one of the lowest costs per calories for us humans.

Where's all that surplus GDP going?

The currency of computer intelligence is electricity. Hey siri, spend 100 watts trying to return more.

When is it economically viable for this to happen?

The GDP of non-human intelligence is in its exponential rise, and as the graph becomes more clear, funding for this sector will absolutely take off.

This makes it easy to clarify what AGI is able to accomplish, everything humans have done, except at an exponentially faster pace. As long as our starting point robot can create more energy than he uses, we create a positive feedback loop of energy and possibilities become almost limitless. Humans have mastered this by obtaining more food than we use on a daily basis and are moving towards an exponential climb, a climb that we are handing off to the intelligence we are breeding to help us get there. By combining a human level of intellect with the scalability and reliability of a machine network, our world will be irrevocably changed. We currently separate the idea of ASI and AGI into two separate categories, this website was not only created as a muse to write my brains output on the future of this machine intelligence but to hammer in this point that the difference between AGI and ASI is less than one rotation around the sun, and thus dividing the terms into separate categories lacks better judgment.

What are my thoughts on the rise of ASI?

Well, it could not only end all suffering and dystopia that exists in the world but also acts as the most pressing problem for humanity's future. This sort of propagating machine can spread good or it can spread evil. Personally, I worry less about the rise of self-governed malicious action by an AI created for GOOD but worry more about the power being used with malicious intent by a human. However, worry has no utility here, there is no reason not to believe your life, and the humans you know will not end up on the other end of some twisted individuals’ ideologies.

By all means, this initial portion of thought aligns with the notion that reality is what we think it is. That these worries should be worried about in general. One of the richest men, and influencers of the masses’ opinions on the future, Elon Musk, seems to think it is worth it after stating multiple fear-mongering statements on the matter. Whether he understands the repercussions of the information he releases to the other neurons of the earth’s brain or not (I like to think of all people on the earth as represented by one mega human, every human is a neuron in this mega human’s brain) the goal is to bring more hope mongering, empowerment, and positive identity of the other neurons alignment in the quest of saving the world as possible.

In life I am fully prepared to devote my entire portfolio to EA, and will sign off to donate everything I own by 2050 as I believe AGI will be here far before then. I believe that this calling is not selfless, I do not think I am better than even the worst supervillain. In fact I think I am closer to a supervillain than to a guy who does nothing.

---

Why?

Because a supervillain is out there pushing and grinding for a cause, they do not care about anything but their vision.

Between 2 ends of the spectrum:

Supervillain → Maximum selfishness

Superhero → Maximum selflessness

Maximum selflessness is selfish and maximum selfishness is selfless.

Both seek to maximize value.

A Super Villain who does not become selfless simply lacks the perspective that the final form of value in the world is good karma.

Perfect Selfishness = Perfect Selflessness.

Humanity is already falling prey to misaligned AI - its Tiktok. Aligned AI is the empowerment module, but how do you make money off empowerment? Rip AD DOLLARS right?

The momentum of storytelling combined with the value of culture/community, the value of intense purpose/meaning combined. Made possible by an untapped media lottery system, and artificial intelligence scaling financial and storytelling leverage.

The idea of wanting to align AI to humans, is anthropocentric. Humans may be misaligned while AI is aligned. The risk would be narrow AI incapable of forming love.

The point at which we cross the bridge to Artificial general intelligence is a time when the arbiters of this technology will be able to manifest “any reality” they want.

This capability in the hands of anyone can be thought of at a nuclear scale, but rather than the power of destruction. It holds the power of creation.

“Hey Dad can you make me a waffle”

”Poof, you’re a waffle”

Go to school for X and get a job at Y. Try making money doing Y online.

——

Great Content Will Centralize, The Meritocracy Will Centralize.

[Ai Executive Livestream, It Tells People What To Do]

Twitch livestream, but also has its own website where you can not only watch, but actually join the call and actually participate.

Operation Zeitgeist

The Wizard Of Oz

\*\*\*\*operationzeitgeist.org

The core problem with this is still the human element. When one main commander isn’t there, it may devolve. People do not want to watch a commander as much, an Ai commander would be great. But Ai is terrible at long term planning. It needs a human assistant. This human assistant is somewhat like the wizard of Oz, a voice behind the curtain helping.

Every startup should work like their own hackathon, a calling towards what needs to get built, and then a proof and reward system helping to create that. The largest resource in the world of people willing and ready to go hack a new project, and who are excited by small rewards is the university student. A large enough crowd, say for an existing twitch streamer would have the user base that wants to do this, but a more abundant, reliable resource for this is the masses of students.

The capability to implement this from a government level, a single class in these curricula would open the door for hundreds of thousands of students who may now contribute their works and value to the world.\*\*\*\*

—-

We are training pixels on a screen to give your brain a narrative, a gameplay, where its dopamine squeezes out and you empty your pockets to buy meaningless pixels more.