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# 自己提出的问题

#### 1.如何对无监督学习的结果进行评估？

实际上无监督学习的评价没有一个标准的方法，需要具体应用具体分析， 比如聚类的话就需要分析其最终的聚类是不是高内聚的，类别数目是否合理，降维就需要考虑保存的信息等等，在具体应用的时候可以具体分析。

# 别人提出的问题

#### 1.什么是无标注数据？它和有标注有数据的差异体现在哪里？

无标注数据直观理解应该是没有人为进行标注过的数据，比如没有人为标定类别什么的，无标注数据可以理解为原始的数据。 有标注数据的话可以用来训练分类器，因为它相当于给出了函数的输入和输出值，来求一个函数或者概率模型，适合有监督学习， 但是无标注数据可以理解为仅仅有输入数据，所以实际上只能分析这些数据的模式，从而进行进一步的研究。

#### 2.如何理解P248最后一段话？

这里给出的是一个概率分布，z代表类别，而x代表样本，对于z来说，z有多个值，代表多个类别，而此时x固定， 可以根据不同类别对应的概率大小将x分配到不同的聚类中，因为软聚类的定义里说一个样本可以属于多个类别

#### 3.降维的维数由什么决定？

这个可以人为进行选定，也可以划定一个标准来决定保存多少信息， 比如70%的信息，主成分分析中可以计算出至少保留多少个维度的情况下可以保存这么多的原始信息，这种情况下就能计算出维数。

#### 4.聚类和降维代表了从两种方向进行压缩的方法，那么这两种方法之间有什么相似性和差异？

聚类是指将不同的实体分成一个一个类别，所以是对不同实体进行操作，而矩阵储存数据时，一般每一行一个特征，每一列一个样本， 因此相当于对实体个数进行操作，所以书上称为对纵向结构进行操作。降维是指对于数据的特征数进行操作，降低数据的特征数， 因此相当于对横向结构进行操作。
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