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# 自己提出的问题

#### 1.如何直观的理解对单词-文本矩阵进行奇异值分解，可以得到单词-话题矩阵？为什么可以实现？

其实在单词-文本矩阵中也蕴含了话题的隐性表示，我的理解是话题本身是一些单词的组合，而奇异值分解可以得到较为重要的几个单词，因此可以作为话题的表示。

# 别人提出的问题

#### 1.潜在语义分析与主成分分析之间存在什么关系？研究思路是否有差异？

潜在语义分析利用了SVD来进行，SVD是实现这个算法的一个手段。

#### 2.为什么奇异值分解出来的单词-话题矩阵选择的单词表示同一个话题？

其实SVD的问题就在于它得出来的是计算的结果，但是不一定很好解释。它产生的话题本身也是一个抽象的表示，只是在矩阵分解的过程中这样的组合占比重很大， 具有重要性，所以就作为了话题，话题的单词组合有各种各样的，最后呈现的一般是最重要的几个话题。

#### 3.所谓单词和话题上的相似某种意义上来说就是与文本其它部分的相对关系相似，可以做这样的理解吗？

书上的相似使用向量之间的内积来衡量的，如果两者含有的话题越相近，乘积项会有更少的项为0，导致乘积越大，同时如果两个文章同时集中在一些单词话题，那么对应值较大也回到值乘积较大。因此我认为这种方法可以说明相似度达则两者含有的相同的单词、话题也就越多，或者说两者集中的单词话题越多，这样一来就可以在一定程度上说明两者属于同一类，统一方向，相似度也就越大。

#### 4.如何选择话题数，即k的值？

可以参考奇异值分解那一部分中k的选择，可以根据经验或者一定的指标来选择。
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