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# 自己提出的问题

#### 1.非负矩阵分解是不是需要较多的文本数量才可达到较好的效果，如果文本数量较少是否会导致得到的矩阵不具有很好的代表性？

这个问题应该对于其他的分解方法也是适用的，根据非负矩阵分解的能力， 其应该是使用了加权和的思想，那么如果数据变多，其分解的零部件部分以及权重也就越准确，不过数据过多也需要考虑过拟合的问题。

# 别人提出的问题

#### 1.奇异值分解后矩阵中出现的负值有什么特殊含义吗？或者说，正常情况下允许分解后的矩阵中出现负值吗？

这个意义应该仅仅存在于计算本身，也就是分解的结果，但是其应该不具有现实意义， 或者说类似于上面对于SVD的比喻，是对多张人脸的加减法，这种解释就不如非负矩阵直观合理。

#### 2.两种矩阵的分解方法各有何优劣？哪一种算法更好？

非负矩阵分解的优势在于其分解的矩阵都是非负的，在实际生活中，负数是没什么意义的，所以得到的结果具有可解释性， 并且其处理大规模数据更快捷，效率更高，近似效果也很好。SVM的问题是不一定有可解释性，但是SVM的结果是可以还原原始矩阵的，并且比较唯一(除去倍数关系)， 而非负矩阵分解的求解比较近似，而且不唯一。它们都是比较好的方法，可能在不同的应用上有着不同的效果。

#### 3.P332中为什么说非负矩阵分解有着很直观的解释，如何理解其"伪概率分布"。

本来矩阵统计的数应该都是正的，而非负矩阵分解则满足了这一点，符合实际情况。同时将X费解为W和H的乘积，原矩阵每一列对应于一个线性组合，也满足实际的情况。伪概率分布即除了话题数目时提前规定之外， 而进行分解并没有说将话题进行很明确的说明具体是什么话题，对应什么文章，因此所得的概率分布只能是假设的，这也就是伪的原因。

#### 4.P332定义的散度好像D(A||B)不等于D(B||A)？

这个应该是不相等的关系，或者说类似书上说的不对称的关系，不过如果两个矩阵完全相同的话，结果应该就会变成0，也就是会相等。
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