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1. 自己提出的问题的理解：
2. PLSA和LSA的相同点和区别分别是什么？两种算法哪一种使用的更加广泛。

讨论后的理解：

两种算法的相同点在于都是根据文本和单词来估计话题。不同之处在于LSA基于线性代数，比较直截了当，也没有概率假设的限制，所以并不是概率模型。PLSA是基于概率假设的模型，目标函数是似然函数，求解的过程比较复杂，使用了EM算法，是典型的概率模型。对于一些没有背景知识的应用，可能LSA更加方便一点，而PLSA是基于概率的，有着更好的解释性，所以如果有足够的背景知识，可以用PLSA。

1. 如何理解生成模型和共现模型等价性下的差异，两种模型的学习算法思路有何不同？

讨论后的理解：

从概率角度来看，这两种模型的意义是等价的，只不过是同一种关系的两个观察角度。生成模型的思路是生成单词的过程，是一个线性的过程，而共现模型是假设话题生成了文本和单词，也就是出发点不同。但不论如何，话题是隐变量，都需要使用EM算法来估计，只是概率公式有区别。

1. 相比于SVD等分解算法，基于概率估计的EM算法的优势是什么？

讨论后的理解：

SVD模型直截了当，是用代数分解的思想来分析单词文本的关系，使用了加权和的思路。其优势是直接并且不需要思考关系，但是缺点很明显，没有可解释性，也没有融入人的认知，只是一种纯数学的处理，分解出相应的主成分。而EM算法的优势在于其是确实产生了一个概率模型，并且这个模型是基于人们对语言生成的认知来产生的，是基于三种元素的相互关系的，那么首先，产生了一个概率模型，其能够被人们解释，此外，该模型融入了人们的看法和假设，产生的结果更有意义。

1. 别人提出的问题的理解
2. 概率潜在语义分析模型的共现模型与17章中SVD算法一个很重要的区别是不是就是概率潜在语义分析模型的值是非负的，因而可以表示概率分布而SVD不能表示概率分布因为可能出现负值。

自己的理解:

我的理解是SVD和非负矩阵分解实际上都不能很好的表示概率分布，因为它们本质上并不是概率模型，而是用分解和加权的思想来找一个合理的矩阵组合。而plsa一个很重要的地方在于它是基于一个很强的假设，也就是话题，文本，单词的生成关系，有了这个关系，才能在其限定下用em算法估计概率关系产生概率模型，尽管这个假设并不一定完美并且可以改进，但其考虑了人的认知，而svd等是不受任何假设制约的，所以它们应该区别还是比较明显的。

1. 概率潜在语义分析模型的共现模型与17章中非负矩阵分解有什么关系？非负矩阵分解得到结果均非负，是不是能用这种方法求解贡献模型的参数？

自己的理解：

非负矩阵分解本质上还是代数分解，是没有考虑概率关系的。plsa和非负矩阵分解应该都有比较好的解释性，但其区别在于其模型是基于概率还是非概率以及是不是受到概率假设的限制，非负矩阵比较随机，并且不唯一，没有相互的制约关系，所以其不一定和概率模型对等。

1. 如何理解概率潜在语义分析和潜在语义分析的关系，感觉潜在语义分析像是提出一个大的方法，而概率潜在语义分析像是提供一种具体的解法。

自己的理解:

它们是基于不同的思路来进行语义分析，分析的基础都是针对单词文本矩阵来进行，一个用的是非概率的思路，也就是分解，另一个是用概率和假设的思路进行分析，所以应该是两个角度，而不是包含的关系，虽然其分析基础一致，并且分析过程也有很多相同点。

1. 共现数据模型的学习算法是否只需在生成模型的EM算法中做一些修改即可，比如概率式子上的不同。

自己的理解：

生成和共现是等价的，其区别在于概率等式表达的方式不太一样，而分析等式的思路是一致的，所以遵循一样的思路进行即可。EM算法的流程是一样的，将共现模型的概率公式带入推导即可。

1. 读书计划

1、本周完成的内容章节：复习18章，阅读完Speech and Language Processing第四章。

2、下周计划：复习19章，阅读部分第五章内容。

四、读书摘要及理解

1. 概率潜在语义分析：概率潜在语义分析受到LSA的思想启发，是从概率角度对文本进行分析。其基于话题是潜在隐变量的基本假设，对文本进行分析。其分析的基础仍然是文本单词矩阵。

2. 生成模型：该模型认为文本生成话题，话题生成单词，以极大似然函数为目标函数，话题要预先设定。

3. 共现模型：该模型认为话题是隐变量，而单词和文本在话题给定的情况下是条件独立的。

4. 模型比较：两个模型在数学上等价，但是刻画了不同方面，一个是生成，一个是共现数据遵循的模式，前者是非对称的，后者是对称的。基于此，两者学习算法的形式有所区别。其学习都用到了EM算法，来估计局部最优解。

5. 与LSA的关系：两者结构实际上很类似，PLSA最后也是三个矩阵的乘积，只不过估计矩阵参数用到了基本假设和EM算法，是一种概率角度的思路。而LSA则直接进行了分解。区别在于LSA的矩阵是正交的，并不是概率分布，而PLSA是非负规范化的，有更好的解释性。

思考：

机器学习算法在很多情况下都可以分为概率和非概率两个角度，实际上这也是对一个问题思考的两个角度。比如像SVM和PCA这样的方法，结果是很确定的，而概率分析比如PLSA和EM算法，其结果只是遵循规律。这些方法的好坏并不能简单评价，但是从不同角度思考问题是很有意义的。