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# 自己提出的问题

#### 1.共现数据模型的学习算法是否只需在生成模型的EM算法中做一些修改即可，比如概率式子上的不同。

我认为是这样的，考虑到生成模型和共现模型在概率公式意义上是等价的，只是其模型的推导形成过程不同。因此可以想到可以对生成模型的概率表达进行相应的修改，即可实现共现模型的学习算法。

# 别人提出的问题

#### 1.概率潜在语义分析模型的共现模型与17章中SVD算法一个很重要的区别是不是就是概率潜在语义分析模型的值是非负的，因而可以表示概率分布而SVD不能表示概率分布因为可能出现负值。

SVD和非负矩阵分解实际上都不能很好的表示概率分布，因为它们本质上并不是概率模型，而是用分解和加权的思想来找一个合理的矩阵组合。而PLSA一个很重要的地方在于它是基于一个很强的假设， 也就是话题，文本，单词的生成关系，有了这个关系，才能在其限定下用EM算法估计概率关系产生概率模型，而这个假设不一定合理，可能还有更复杂的关系， 而SVD等是不受任何假设制约的，所以它们应该区别还是比较明显的.

#### 2.PLSA和LSA的相同点和区别分别是什么？两种算法哪一种使用的更加广泛。

相同点为都是一种对于文本话题的选择判断。求出了话题的分布关系。 但是感觉LSA是直接通过矩阵的分解求得，但是PLSA则是通过一个概率模型求出所需要的的概率分布。

#### 3.如何理解概率潜在语义分析和潜在语义分析的关系，感觉潜在语义分析像是提出一个大的方法，而概率潜在语义分析像是提供一种具体的解法。

它们是基于不同的思路来进行语义分析，分析的基础都是针对单词文本矩阵来进行，一个用的是非概率的思路，也就是分解， 另一个是用概率和假设的思路进行分析，所以应该是从两个不同的角度来分析。

#### 4.相比于SVD等分解算法，基于概率估计的EM算法的优势是什么？

EM算法是通过迭代以及概率估计得到的，而不论是SVD还是非负矩阵分解，都只是通过数学方法对矩阵进行压缩，并不能完全表示概率分布。
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