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1. **Svm 的基本原理与假设是什么？**

假设两类数据线性可分，存在无数个分离超平面可以将两类数据正确分开。线性可分支持向量机利用间隔最大化求得最优分离超平面，（间隔最大化超平面是唯一的）。

SVM是一种二类分类模型。

1. 当训练样本线性可分时，通过硬间隔最大化，学习一个线性分类器
2. 当训练数据近似线性可分时，引入松弛变量（也叫惩罚变量），通过软间隔最大化，学习一个线性分类器
3. 当数据线性不可分时，通过使用核函数技巧以及软间隔最大化来解决分类问题
4. **SVM为什么采用间隔最大化？**
5. 当训练数据线性可分时，存在无穷个分离超平面可以将两类数据正确分开感知机利用误分类最小策略，求得分离超平面，不过此时的解有无穷多个。
6. 线性可分支持向量机利用间隔最大化求得最优分离超平面，这时，解是唯一的。另一方面，此时的分隔超平面所产生的分类结果是最鲁棒的，对未知实例的泛化能力最强。
7. **几何间隔与函数间隔分别代表着什么？**

**函数间隔：**

对于一个训练样本我们定义它到超平面的函数间隔为:

我们希望函数间隔越大越好, 即:

若则样本分类正确。

对于整个训练集, 我们的函数间隔定义为:

函数间隔越大, 代表我们对于分类的结果非常确定. 我们希望函数间隔越大越好. 但是，只要我们成比增加w,b就可以使得最小间隔变大。

为了解决这个问题, 我们就需要加上一些限制条件,所以，需要将w的大小固定，如||w||=1，使得函数间隔固定。这时的间隔也就是几何间隔 .

**几何间隔：**

几何间隔就是点到超平面的距离。

在二维空间中，几何间隔就是点到直线的距离。在三维及以上空间中，就是点到超平面的距离。

当||w||=1几何间隔就是函数间隔.这个时候, 如果任意放大||w||,几何间隔是不会改变的, 因为||w||也会随着被放大.

为什么要将求解SVM的原始问题转变为其对偶问题

寻找存在约束问题时的最优解时，约束的存在减小了目标搜索的范围，但却使得问题更加复杂，为了使问题更易于求解，把目标函数和约束全部融入一个新的问题，即拉格朗日函数，通过这个函数寻找最优解。

对偶问题事实上把SVM从依赖d个维度（数据集的维度d，维度d太高影响运算）转变为依赖N个数据点，考虑到最后计算时只有支持向量才有意义，所以这个计算量实际上比N小很多

1. **为什么SVM要引入核函数？常见核函数有哪些？**

当样本在原始空间线性不可分时，可以将样本从原始空间映射到一个更高维的特征空间，使得样本在这个新特征空间线性可分。

核函数本质是两个函数的内积

常见的核函数：

1、线性核函数，主要用于线性可分情况，一般情况下，对于特征数量相对于样本数量非常多时，适合线性核函数

2、多项式核函数，对于正交归一化后的数据，可以优先选择此函数

3、径向基核函数，灵活性强，在不确定使用什么核函数时，可以优选选择此核函数

4、sigmoid核函数，SVM使用此核函数，相当于一个两层的感知机

在学习预测中，只定义核函数，而不是显式的定义映射函数。因为特征空间维数可能很高，甚至可能是无穷维，因此直接计算是比较困难的。相反，直接计算比较容易（即直接在原来的低维空间中进行计算，而不需要显式地写出映射后的结果）。

1. **SVM RBF核函数的具体公式？**

这个核会将原始空间映射为无穷维空间。不过，如果 σ 选得很大的话，高次特征上的权重实际上衰减得非常快，所以实际上（数值上近似一下）相当于一个低维的子空间；反过来，如果 σ 选得很小，则可以将任意的数据映射为线性可分——当然，这并不一定是好事，因为随之而来的可能是非常严重的过拟合问题。不过，总的来说，通过调控参数σ ，高斯核实际上具有相当高的灵活性，也是使用最广泛的核函数之一。

1. **为什么SVM对缺失数据敏感？**

缺失数据是指缺失某些特征数据，向量数据不完整。SVM没有处理缺失值的策略（决策树有）。而SVM希望样本在特征空间中线性可分，所以特征空间的好坏对SVM的性能很重要。缺失特征数据将影响训练结果的好坏。

1. **SVM如何处理多分类问题？**

**一对多**，就是对每个类都训练出一个分类器，由svm是二分类，所以将此而分类器的两类设定为目标类为一类，其余类为另外一类。这样针对k个类可以训练出k个分类器，当有一个新的样本来的时候，用这k个分类器来测试，那个分类器的概率高，那么这个样本就属于哪一类。这种方法效果不太好，bias比较高。

**一对一**,针对任意两个类训练出一个分类器，如果有k类，一共训练出C(2,k) 个分类器，这样当有一个新的样本要来的时候，用这C(2,k) 个分类器来测试，每当被判定属于某一类的时候，该类就加一，最后票数最多的类别被认定为该样本的类。

1. **为什么要引入松弛变量和软间隔最大化？**

原因：一些离群点或者噪声影响分界面

线性不可分意味着有样本点不满足约束条件­­­,为了解决这个问题，对每个样本引入一个松弛变量,使得约束条件变为：

目标函数变为

目标函数的两层含义：

* Margin尽量大
* 误分类的样本尽量少、

引入松弛变量，就允许某些样本点的函数间隔小于1,。C为离群点的权重，值越大，说明离群点对目标函数影响越大，这时候间隔会变小。最小化目标函数有两层含义，使得1/2||w||尽量小，即间隔尽量大，同时分类错误的个数尽量小，C为调和二者的系数。