1. （必填）自己提出的问题的理解（罗列全部）：
2. 提出的问题1：如何检测outlier

讨论后的理解：

【1】基于统计模型的方法：首先建立一个数据模型，异常是不显著属于任何簇的对象；要求预先知道数据的分布和分布的参数（例如均值和方差）。

【2】基于邻近度的方法：通常可以在对象之间定义邻近性度量，异常对象是那些远离其他对象的对象。一般情况下,在低维空间用距离来度量能效果较好,但在高维空间中效果并不好。不适合大数据集，不能处理具有不同区域密度的数据集

【3】基于密度的方法：仅当一个点的局部密度显著低于它的大部分近邻时才将其分类为离群点。（1）给出了对象是离群点的定量度量，并且即使数据具有不同的区域（密度分布及不均匀）也能够很好的处理；2）参数选择是困难的。虽然LOF算法通过观察不同的k值，然后取得最大离群点得分来处理该问题，但是，仍然需要选择这些值的上下界。

【4】基于聚类的方法：聚类分析用于发现局部强相关的对象组，而异常检测用来发现不与其他对象强相关的对象。因此，聚类分析非常自然的可以用于离群点检测。聚类算法产生的簇的质量对该算法产生的离群点的质量影响非常大。

1. 提出的问题2：如何确定最佳簇数

讨论后的理解：

【1】手肘法：根据合理推导，SSE和k的关系图是一个手肘的形状，而这个肘部对应的k值就是数据的真实聚类数。

【2】轮廓系数法：该方法的核心指标是轮廓系数（Silhouette Coefficient），某个样本点Xi的轮廓系数定义如下：
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其中，a是Xi与同簇的其他样本的平均距离，称为凝聚度，b是Xi与最近簇中所有样本的平均距离，称为分离度。而最近簇的定义是
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其中p是某个簇Ck中的样本。事实上，简单点讲，就是用Xi到某个簇所有样本平均距离作为衡量该点到该簇的距离后，选择离Xi最近的一个簇作为最近簇。

       求出所有样本的轮廓系数后再求平均值就得到了平均轮廓系数。平均轮廓系数的取值范围为[-1,1]，且簇内样本的距离越近，簇间样本距离越远，平均轮廓系数越大，聚类效果越好。那么，很自然地，平均轮廓系数最大的k便是最佳聚类数。

1. （必填）别人提出的问题的理解（选择几个问题罗列，并给出理解）：
2. 问题3：为什么层次聚类中为什么合并聚类比分裂聚类的使用要广泛？两种方法分别有什么优势和劣势，分别会在什么情况下出现？两种方法一般会分别用在什么情况下？

自己的理解：

矩阵更新过程中，总是将两个距离最近的聚类合并，那么我们只要加入一个阈值判断，当这个距离大于阈值时，就说明不需要再合并了，此时算法结束。这样的阈值引入可以很好的控制算法结束时间，将层次截断在某一层上。

分裂可能会分错的概率大？分几份也是个问题。

1. 问题4在混合属性的处理中，为什么将一个具有多余两个状态的名词性属性或者非对称布尔属性转换为区间度量函数是没有意义的？

自己的理解：多于两个状态的名词性属性很难用区间度量（难以判断离谁近），不平衡的布尔值权重不均衡

1. （必填）读书计划

1、本周完成的内容章节：4.1-4.7

2、下周计划：读完第四章，第三章能读多少读多少