1. 自己提出的问题的理解：
2. 提出的问题1：为什么层次聚类中合并聚类比分裂聚类使用得要广泛？

讨论后的理解：

1. 分裂聚类的特性是越在分裂的开始所分得的聚类的范围要广，因为分裂之后的聚类比较广，所以一个数据点被分到错误聚类中的可能性更大一些，而合并聚类则是从少到多，一点一点地将一个节点合并到所属的聚类中，所以犯错的可能性相对较小。
2. 同时，合并聚类的原理和主要操作方法和传统的聚类方法如K-means等相同，所以操作更为方便。
3. 别人提出的问题的理解：

1、问题2：空聚类是如何产生的？为什么解决空聚类的时候，选择离一个含有大量数据的聚类的聚类中心最远的数据点？

自己的理解：在聚类过程中，因为聚类中心不断变化，所以有可能会出现某个聚类中的点离另一个聚类的聚类中心更加近的情况，此时将此节点分到别的聚类中，如果一个聚类中所有的节点都被重新分配到别的聚类中，那么此时就会产生空聚类。

将一个聚类中心选为某个含有大量数据的聚类的聚类中心的最远的数据点，下一次聚类的时候可以将此大数据聚类分成两个聚类，新产生的聚类是一个自然聚类的可能性是把聚类中心放到别的地方的所有方法中最大的，此时原来的空聚类消失。

2、问题3：如果数据点很适合被分成2个聚类，但用户给的K值为3怎么办？或者适合分成3类，k值为2，没有很理想的分法怎么办？

自己的理解：k值本来就是由用户选定，我们开始不会知道有多少个自然聚类，那么出现k值不符合实际情况的情况就肯定会出现。

3、问题4：书中提到k-均值算法存在一个空聚类的问题（即在聚类过程中可能有的聚类中心没有被分配任何数据点而使得某些聚类变空，这些聚类被称为空聚类），但是聚类中心本身就是某一个聚类的中心点位置，为什么还会存在空聚类问题呢？

自己的理解：同问题2相同，因为点会被“抢走”，所以会出现空聚类。
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4.2 k-均值聚类

（1）之所以在聚类中会出现空聚类，是因为聚类中心不一定是一个存在的点，在每次重新选取聚类中心后，有可能有新的聚类中心把当前的聚类中的点都给抢走了。

（2）k-模算法其实就是用属性出现频率来代替值，使用出现频率最大的属性来代替均值。

（3）处理异常点时的随机采样是先从总体数据中随机采样一部分数据，对这部分数据进行聚类，然后再采用那三种方法对剩下的数据进行聚类。

（4）K-均值的缺点：

数据的属性值必须是能够取得均值的，而不能是类别（当然k均值存在k-模算法的变体改进）

必须人工指定k值。

对异常点十分敏感，可能会产生不理想的结果

对初始种子十分敏感，可能会直接影响最后结果的好坏。

对于不是超维椭圆体的形状的聚类不适用。

4.3 聚类的表示方法

4.3.1 聚类的一般表示方法

聚类中心表示。

使用类别表示，比如决策树产生的规则集合。

最常出现的值（关键字就是这样的）

4.5 距离函数

（1）平方欧几里得距离相比于传统的欧几里得距离加大了距离较远的数据点的权重。（在损失函数中可能会用到这个思想）