Stickleback: a machine learning pipeline for detecting behavioral events in bio-logging data
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# 1 Introduction

It is… the experience of every good naturalist that the longer one studies a species, the more adaptive aspects of its behaviour one becomes aware of. The phenomena are countless, the field is practically unexplored, and yet without exploring it systematically we cannot hope to understand how behaviour helps animals to survive. (Tinbergen 1963 p. 421)

High-resolution, multi-sensor bio-loggers push the limits of observable animal behavior, enabling biologists to pursue questions in new environments and spatio-temporal scales (Wilson *et al.* 2014; Williams *et al.* 2020). While direct observation remains a powerful tool in ethology, new classes of animal-borne sensors, from inertial measurement units (IMUs) (Noda *et al.* 2014) to video cameras (Nakamura *et al.* 2015), can capture year-round animal behavior (Chimienti *et al.* 2021) in natural settings as remote as kilometers below (Shearer *et al.* 2019) and above the ocean (Weimerskirch *et al.* 2003). Early bio-loggers collected perhaps a single data point, such as the dive duration of a seal (Williams & Ponganis 2021). Modern bio-loggers now collect vastly more complex data, with sample rates on the order of 10s to 1000s Hz, from multiple sensors, simultaneously. As the data revolution created new research opportunities, it also introduced new challenges for behavioral description. Researchers have relied on direct observation to understand the biological significance of complex animal behaviors, such as territory defense by sticklebacks (Tinbergen 1951), social cohesion in marine mammals (Weinrich & Kuhlberg 1991), and group hunting by lions (Stander 1992). But identification of even simple behaviors in bio-logging data remains an active area of research (Williams *et al.* 2017).

Fine-scale behaviors on the order of seconds often hold biological significance disproportionate to their brief duration. Such behaviors, which can be detected with bio-loggers, have allowed biologists to pursue key questions related to a behavior’s mechanisms and current utility, and its effects on an organism’s evolutionary history and development (Bateson & Laland 2013). For instance, consider the unique lunge-feeding behavior of rorqual whales (family Balaenopteridae) (Goldbogen *et al.* 2017). The combination of IMUs with video cameras revealed this behavior’s mechanisms (Cade *et al.* 2016; Kahane-Rapport *et al.* 2020), its current utility in terms of energetic efficiency (Potvin *et al.* 2021), and why lunge-feeding whales evolved into the largest animals in the history of life on earth (Goldbogen *et al.* 2019). In another study, researchers deployed acoustic biologgers to track the development of sperm whales’ (*Physeter macrocephalus*) complex social behaviors and discovered that, unlike most terrestrial species, the ontogeny of sperm whale social behavior follows locomotor development (Tønnesen *et al.* 2018). In addition to fundamental biological questions, fine-scale behaviors detected using bio-loggers have also been used to address applied conservation issues, such as the susceptibility of endangered species to climate change (Pagano *et al.* 2018). Other applications include theoretical population biology (Wilson *et al.* 2018), natural history of cryptic predators (Studd *et al.* 2021), integrative physiology (Nakamura *et al.* 2015), and biomechanics (Sato *et al.* 2008).

Unlike behavioral state or mode classification, which typically relies on unsupervised learning methods (e.g., hidden markov models; McClintock & Michelot (2018); Leos-Barajas *et al.* (2017)), detection of discrete behaviors in bio-logging data is typically treated as a supervised learning problem (Wilson *et al.* 2018; Chakravarty *et al.* 2020). Labeled behavior data for model training may be generated from animal-borne cameras (Watanabe & Takahashi 2013), direct observation of captive animals (Pagano *et al.* 2017), or expert interpretation of sensor data (Gallon *et al.* 2013). Modeling approaches include manually parameterized decision trees (Lagarde *et al.* 2008; Allen *et al.* 2016), signal processing (Sweeney *et al.* 2019), and machine learning algorithms like K-nearest neighbor (Bidder *et al.* 2020) and random forests (Pagano *et al.* 2017). More recent methods combine multiple algorithms in hybrid models. Seek-and-learn, for example, first uses signal processing to identify behavior candidates, then refines predictions with a hierarchy of logistic regressions (Chakravarty *et al.* 2020). Though bio-logging data are fundamentally time series, current machine learning approaches apply algorithms designed for tabular data. Discrete behaviors must therefore be represented as statistical summaries over short time windows; such as the mean, range, and standard deviation of sensor signals (and/or derived quantities e.g., dynamic body acceleration) (Pagano *et al.* 2017; Bidder *et al.* 2020). These whole-series summaries lose the information contained in the order of the time series, which is why the Lowest Common Denominator (LoCoD) method uses a sequence of base elements (e.g., a step) as building blocks for matching more complex behaviors (e.g., walking) (Wilson *et al.* 2018).. LoCoD models are an improvement on earlier methods because they embrace, rather than erase, the temporal nature of behavior. However, they require substantial expertise and time to implement, and at present possess limited generalizability.

Time series classification (TSC) has been of great interest to data mining research, independent of animal behavior and bio-logging (Keogh & Kasetty 2003). Dozens of new algorithms have been published in recent years (Bagnall *et al.* 2017; Ruiz *et al.* 2021), fueled by a publicly available, standardized library of labeled time series (Chen *et al.* 2015), and made available to the broader scientific community through the sktime Python package (Löning *et al.* 2019). Particularly relevant to the detection of animal behavior are interval-based TSC algorithms. These algorithms identify informative intervals within the larger time series using simple statistical transformations (e.g., slope and standard deviation) (Deng *et al.* 2013; Middlehurst *et al.* 2020; Cabello *et al.* 2020a), analogous to the base elements of the LoCoD method. Consider the intervals that characterize the lunge-feeding behavior of rorquals. The animal (1) accelerates towards a prey aggregation, (2) reaching maximum speed before (3) it opens its mouth to engulf the prey, inducing a rapid deceleration, ending with (4) a prolonged low-speed period while the engulfed water is filtered through its baleen (Simon *et al.* 2012; Shadwick *et al.* 2019; Kahane-Rapport *et al.* 2020). In bio-logging data (a time series of speed, in this case), that sequence can be characterized as intervals with (1) a moderate positive slope (acceleration), (2) a high mean (maximum speed), (3) a steep negative slope (deceleration), and (4) a low mean (filtration). **Good place for a figure!** Interval-based TSC algorithms are apparently well suited to bio-logging data, but since behavior event detection is an *annotation* problem (finding events within a time series) rather than a *classification* problem (assigning a class to a whole time series), TSC algorithms must be adapted for this purpose.

We present a method, stickleback (named for the classic animal behavior model organism), that trains a machine learning pipeline to detect behavioral events in bio-logging data by incorporating TSC algorithms. The pipeline is algorithm agnostic, granting researchers flexibility in choosing specific machine learning algorithms. This modular approach provides a wide range of choices from existing TSC algorithms and facilitates incorporation of future methodological advances in TSC research. Using three behaviors across two taxa as case studies, we demonstrate how to: choose a TSC algorithm, fit a behavior detection model, make predictions on novel data, and assess model accuracy. stickleback is available in both Python and R packages.

# 2 Materials and Methods

## 2.1 stickleback pipeline

Fitting the stickleback pipeline takes three steps: a local step for training the TSC model on short time windows, a global step for applying the trained TSC model longitudinally, and a boosting step for reducing errors.

### 2.1.1 Local step

The local step trains a two-class TSC model (‘event’ and ‘non-event’). It takes as input: (i) a collection of bio-logging data (represented as data frames, where each column is a sensor-derived variable), (ii) a corresponding collection of behavioral event timestamps, (iii) a TSC algorithm for the local model Middlehurst *et al.* (2020), and (iv) the size of the sliding window. A training dataset for the TSC model is generated by extracting windows from the the bio-logging data. This includes all windows centered on labeled events (‘event’) and an equal-sized random sample of non-overlapping windows (‘non-event’). The local model is fitted to these training data.

### 2.1.2 Global step

The global step identifies a threshold for converting local probabilities to a collection of predicted event timestamps. Its inputs are (i) the number of folds used for cross-validating the the threshold and (ii) a temporal tolerance for prediction accuracy. First, the global step generates a new time series (the local probability) by making longitudinal predictions with the local model using a sliding window. Predicted events are chosen from peaks in the local probability time series. Only peaks that exceed a *prominence* threshold (as opposed to height) are retained as predicted events, because peak prominence is more robust to noise than absolute height. The peak prominence threshold is chosen to maximize the overall ((2.1)) score using cross validation. For example, let the input consist of four bio-logger deployments with labeled events, two folds for cross validation, and a 1 s temporal tolerance. The global step divides the deployments into two folds (1-2, 3-4), fits the local step on each fold, and predicts the local probability of events in the other fold. The peak prominence threshold is then chosen by maximizing the score. For a candidate peak prominence threshold, all peaks below the threshold are removed. Each remaining peak is considered a true positive () if it is the closest peak to a labeled event within the temporal tolerance, otherwise it’s considered a false positive (). Labeled events with no peaks within the temporal tolerance are considered false negatives ().

### 2.1.3 Boosting step

The pipeline is likely to produce substantial false positives after the first pass through the local and global steps because ‘event’ windows represented 50% of the local step training data but are a much smaller fraction of the longitudinal data. Since it is impossible to know *a priori* which ‘non-event’ windows contain information necessary for the local model to accurately detect ‘events’, we use a data-driven boosting step to improve prediction accuracy. After the first iteration of the local and global steps, the windows centered on false positive predictions are added to the local step training dataset, then the local and global steps are repeated.

## 2.2 Case studies

### 2.2.1 Data

*Blue whales*

Two behavioral events, feeding (lunges) and breaths, were manually identified in blue whale (*Balaenoptera musculus*) bio-logging data. The bio-logging data were collected using Customized Animal Tracking Solution tags (CATS, www.cats.is) and previously described in Gough *et al.* (2019), Kahane-Rapport *et al.* (2020), and Savoca *et al.* (2021). The tags were equipped with an IMU (tri-axial accelerometer, magnetometer, and gyroscope), depth sensor, video camera, hydrophone, and other sensors. Raw sensor data were sampled at 10 Hz (depth), 50 Hz (magnetometer, gyroscope), or 400 Hz (accelerometer), processed using a custom MATLAB toolbox (MathWorks, Inc.) (Cade *et al.* 2021), and downsampled to 10 Hz. Behavioral events were manually labeled by expert opinion and confirmed with audio and/or video when possible. A total of 27 tag deployments recording 324.3 hours of data were used in the case studies.

*Domestic dogs?*

### 2.2.2 Applying stickleback

We tested model accuracy using cross validation at the deployment level. After randomly dividing the deployments into three folds, each containing nine deployments, we fit a stickleback model to the data in one fold and made predictions on the data in the other two. So unlike k-fold cross-validation, we used a minority of the data to train the model and made predictions on the remaining majority. Table 2.1 shows the sample sizes and parameters used for the case studies. We repeated the case studies using two TSC algorithms: supervised time series forest [STSF; Cabello *et al.* (2020b)] with 8 trees and Arsenal (Middlehurst *et al.* 2021) with 500 kernels and 10 estimators. Arsenal is not an interval-based TSC algorithm (as described earlier) like STSF, but it’s built from a transformation [ROCKET; Dempster *et al.* (2020)], which performs well with multivariate time series such as bio-logging data (Ruiz *et al.* 2021).

(#tab:case-study-params) Parameters used in the two stickleback case studies.

|  |  |  |
| --- | --- | --- |
| **Behavior (*n*)** | **Bio-logging variables** | **stickleback parameters** |
| Lunge feeding (*3887*) | Depth, pitch, roll, speed | 20 s window, 5 s tolerance |
| Breathing (*14427*) | Depth, pitch, roll, jerk | 10 s window, 3 s tolerance |
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#> evaluate 0.14 2019-05-28 [2] CRAN (R 4.0.1)  
#> fansi 0.5.0 2021-05-25 [2] CRAN (R 4.0.4)  
#> fastmap 1.1.0 2021-01-25 [2] CRAN (R 4.0.2)  
#> forcats \* 0.5.1 2021-01-27 [2] CRAN (R 4.0.2)  
#> fs 1.5.0 2020-07-31 [2] CRAN (R 4.0.2)  
#> generics 0.1.0 2020-10-31 [2] CRAN (R 4.0.2)  
#> ggplot2 \* 3.3.5 2021-06-25 [1] CRAN (R 4.0.2)  
#> glue 1.4.2 2020-08-27 [2] CRAN (R 4.0.2)  
#> gtable 0.3.0 2019-03-25 [2] CRAN (R 4.0.2)  
#> haven 2.4.1 2021-04-23 [2] CRAN (R 4.0.2)  
#> hms 1.1.0 2021-05-17 [2] CRAN (R 4.0.4)  
#> htmltools 0.5.2 2021-08-25 [1] CRAN (R 4.0.4)  
#> httr 1.4.2 2020-07-20 [2] CRAN (R 4.0.2)  
#> jsonlite 1.7.2 2020-12-09 [2] CRAN (R 4.0.2)  
#> knitr 1.36 2021-09-29 [1] CRAN (R 4.0.4)  
#> lifecycle 1.0.1 2021-09-24 [1] CRAN (R 4.0.2)  
#> lubridate 1.7.10 2021-02-26 [1] CRAN (R 4.0.2)  
#> magrittr 2.0.1 2020-11-17 [2] CRAN (R 4.0.2)  
#> memoise 2.0.0 2021-01-26 [2] CRAN (R 4.0.2)  
#> modelr 0.1.8 2020-05-19 [2] CRAN (R 4.0.2)  
#> munsell 0.5.0 2018-06-12 [2] CRAN (R 4.0.2)  
#> pillar 1.6.4 2021-10-18 [1] CRAN (R 4.0.2)  
#> pkgbuild 1.2.0 2020-12-15 [2] CRAN (R 4.0.2)  
#> pkgconfig 2.0.3 2019-09-22 [2] CRAN (R 4.0.2)  
#> pkgload 1.2.3 2021-10-13 [1] CRAN (R 4.0.4)  
#> prettyunits 1.1.1 2020-01-24 [2] CRAN (R 4.0.2)  
#> processx 3.5.2 2021-04-30 [2] CRAN (R 4.0.2)  
#> ps 1.6.0 2021-02-28 [2] CRAN (R 4.0.2)  
#> purrr \* 0.3.4 2020-04-17 [2] CRAN (R 4.0.2)  
#> R6 2.5.1 2021-08-19 [1] CRAN (R 4.0.2)  
#> Rcpp 1.0.7 2021-07-07 [2] CRAN (R 4.0.2)  
#> readr \* 1.4.0 2020-10-05 [2] CRAN (R 4.0.2)  
#> readxl 1.3.1 2019-03-13 [2] CRAN (R 4.0.2)  
#> remotes 2.3.0 2021-04-01 [2] CRAN (R 4.0.2)  
#> reprex 2.0.0 2021-04-02 [2] CRAN (R 4.0.2)  
#> rlang 0.4.12 2021-10-18 [1] CRAN (R 4.0.2)  
#> rmarkdown 2.8 2021-05-07 [2] CRAN (R 4.0.2)  
#> rprojroot 2.0.2 2020-11-15 [2] CRAN (R 4.0.2)  
#> rstudioapi 0.13 2020-11-12 [2] CRAN (R 4.0.2)  
#> rvest 1.0.0 2021-03-09 [2] CRAN (R 4.0.2)  
#> scales 1.1.1 2020-05-11 [2] CRAN (R 4.0.2)  
#> sessioninfo 1.1.1 2018-11-05 [2] CRAN (R 4.0.2)  
#> stringi 1.7.5 2021-10-04 [1] CRAN (R 4.0.4)  
#> stringr \* 1.4.0 2019-02-10 [2] CRAN (R 4.0.2)  
#> testthat 3.1.0 2021-10-04 [1] CRAN (R 4.0.4)  
#> tibble \* 3.1.5 2021-09-30 [1] CRAN (R 4.0.2)  
#> tidyr \* 1.1.3 2021-03-03 [2] CRAN (R 4.0.2)  
#> tidyselect 1.1.1 2021-04-30 [2] CRAN (R 4.0.2)  
#> tidyverse \* 1.3.1 2021-04-15 [2] CRAN (R 4.0.2)  
#> usethis 2.0.1 2021-02-10 [2] CRAN (R 4.0.2)  
#> utf8 1.2.2 2021-07-24 [1] CRAN (R 4.0.2)  
#> vctrs 0.3.8 2021-04-29 [2] CRAN (R 4.0.2)  
#> withr 2.4.2 2021-04-18 [2] CRAN (R 4.0.4)  
#> xfun 0.27 2021-10-18 [1] CRAN (R 4.0.4)  
#> xml2 1.3.2 2020-04-23 [2] CRAN (R 4.0.2)  
#> yaml 2.2.1 2020-02-01 [2] CRAN (R 4.0.2)  
#>   
#> [1] /Users/frank/Library/R/4.0/library  
#> [2] /Library/Frameworks/R.framework/Versions/4.0/Resources/library

The current Git commit details are:

#> Local: main /Users/frank/Documents/GitHub/manuscripts/stickleback.rescom  
#> Head: [a213c7b] 2021-11-02: Methods - stickleback pipeline