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# **Question 11.1**

Using the crime data set uscrime.txt from Questions 8.2, 9.1, and 10.1, build a regression model using: 1. Stepwise regression 2. Lasso 3. Elastic net For Parts 2 and 3, remember to scale the data first – otherwise, the regression coefficients will be on different scales and the constraint won’t have the desired effect.

For Parts 2 and 3, use the glmnet function in R.

Notes on R: • For the elastic net model, what we called λ in the videos, glmnet calls “alpha”; you can get a range of results by varying alpha from 1 (lasso) to 0 (ridge regression) [and, of course, other values of alpha in between]. • In a function call like glmnet(x,y,family=”mgaussian”,alpha=1) the predictors x need to be in R’s matrix format, rather than data frame format. You can convert a data frame to a matrix using as.matrix – for example, x <- as.matrix(data[,1:n-1]) • Rather than specifying a value of T, glmnet returns models for a variety of values of T.

First of all, we load the data:

data <- read.table('C:\\Users\\huangchengqi\\Desktop\\MS SCE\\19Fall\\ISYE6501\\hw8\\data 11.1\\uscrime.txt', header=TRUE)

We also have a data set to use the model to predict number of crimes:

test\_data\_set <-data.frame(M = 14,So = 0, Ed = 10.0, Po1 = 12.0, Po2 = 15.5,LF = 0.64, M.F = 94.0, Pop = 150, NW = 1.1, U1 = 0.12, U2 = 3.6, Wealth = 3200, Ineq = 20.1, Prob = 0.040, Time = 39.0)

## Stepwise regression

In order to do stepwise Regression, we have to fit an original model using all the predictors, and then we using AICc to choose the best combination of predictors:

model\_1 <- lm(Crime~., data = data)

library(MASS)  
stepAICc(model\_1, direction='both', steps=1000)

## Start: AIC=671.13  
## Crime ~ M + So + Ed + Po1 + Po2 + LF + M.F + Pop + NW + U1 +   
## U2 + Wealth + Ineq + Prob + Time  
##   
## Df Sum of Sq RSS AIC  
## - So 1 29 1354974 512.65  
## - LF 1 8917 1363862 512.96  
## - Time 1 10304 1365250 513.00  
## - Pop 1 14122 1369068 513.14  
## - NW 1 18395 1373341 513.28  
## - M.F 1 31967 1386913 513.74  
## - Wealth 1 37613 1392558 513.94  
## - Po2 1 37919 1392865 513.95  
## <none> 1354946 514.65  
## - U1 1 83722 1438668 515.47  
## - Po1 1 144306 1499252 517.41  
## - U2 1 181536 1536482 518.56  
## - M 1 193770 1548716 518.93  
## - Prob 1 199538 1554484 519.11  
## - Ed 1 402117 1757063 524.86  
## - Ineq 1 423031 1777977 525.42  
##   
## Step: AIC=666.16  
## Crime ~ M + Ed + Po1 + Po2 + LF + M.F + Pop + NW + U1 + U2 +   
## Wealth + Ineq + Prob + Time  
##   
## Df Sum of Sq RSS AIC  
## - Time 1 10341 1365315 511.01  
## - LF 1 10878 1365852 511.03  
## - Pop 1 14127 1369101 511.14  
## - NW 1 21626 1376600 511.39  
## - M.F 1 32449 1387423 511.76  
## - Po2 1 37954 1392929 511.95  
## - Wealth 1 39223 1394197 511.99  
## <none> 1354974 512.65  
## - U1 1 96420 1451395 513.88  
## + So 1 29 1354946 514.65  
## - Po1 1 144302 1499277 515.41  
## - U2 1 189859 1544834 516.81  
## - M 1 195084 1550059 516.97  
## - Prob 1 204463 1559437 517.26  
## - Ed 1 403140 1758114 522.89  
## - Ineq 1 488834 1843808 525.13  
##   
## Step: AIC=661.87  
## Crime ~ M + Ed + Po1 + Po2 + LF + M.F + Pop + NW + U1 + U2 +   
## Wealth + Ineq + Prob  
##   
## Df Sum of Sq RSS AIC  
## - LF 1 10533 1375848 509.37  
## - NW 1 15482 1380797 509.54  
## - Pop 1 21846 1387161 509.75  
## - Po2 1 28932 1394247 509.99  
## - Wealth 1 36070 1401385 510.23  
## - M.F 1 41784 1407099 510.42  
## <none> 1365315 511.01  
## - U1 1 91420 1456735 512.05  
## + Time 1 10341 1354974 512.65  
## + So 1 65 1365250 513.00  
## - Po1 1 134137 1499452 513.41  
## - U2 1 184143 1549458 514.95  
## - M 1 186110 1551425 515.01  
## - Prob 1 237493 1602808 516.54  
## - Ed 1 409448 1774763 521.33  
## - Ineq 1 502909 1868224 523.75  
##   
## Step: AIC=657.87  
## Crime ~ M + Ed + Po1 + Po2 + M.F + Pop + NW + U1 + U2 + Wealth +   
## Ineq + Prob  
##   
## Df Sum of Sq RSS AIC  
## - NW 1 11675 1387523 507.77  
## - Po2 1 21418 1397266 508.09  
## - Pop 1 27803 1403651 508.31  
## - M.F 1 31252 1407100 508.42  
## - Wealth 1 35035 1410883 508.55  
## <none> 1375848 509.37  
## - U1 1 80954 1456802 510.06  
## + LF 1 10533 1365315 511.01  
## + Time 1 9996 1365852 511.03  
## + So 1 3046 1372802 511.26  
## - Po1 1 123896 1499744 511.42  
## - U2 1 190746 1566594 513.47  
## - M 1 217716 1593564 514.27  
## - Prob 1 226971 1602819 514.54  
## - Ed 1 413254 1789103 519.71  
## - Ineq 1 500944 1876792 521.96  
##   
## Step: AIC=654.18  
## Crime ~ M + Ed + Po1 + Po2 + M.F + Pop + U1 + U2 + Wealth + Ineq +   
## Prob  
##   
## Df Sum of Sq RSS AIC  
## - Po2 1 16706 1404229 506.33  
## - Pop 1 25793 1413315 506.63  
## - M.F 1 26785 1414308 506.66  
## - Wealth 1 31551 1419073 506.82  
## <none> 1387523 507.77  
## - U1 1 83881 1471404 508.52  
## + NW 1 11675 1375848 509.37  
## + So 1 7207 1380316 509.52  
## + LF 1 6726 1380797 509.54  
## + Time 1 4534 1382989 509.61  
## - Po1 1 118348 1505871 509.61  
## - U2 1 201453 1588976 512.14  
## - Prob 1 216760 1604282 512.59  
## - M 1 309214 1696737 515.22  
## - Ed 1 402754 1790276 517.74  
## - Ineq 1 589736 1977259 522.41  
##   
## Step: AIC=650.88  
## Crime ~ M + Ed + Po1 + M.F + Pop + U1 + U2 + Wealth + Ineq +   
## Prob  
##   
## Df Sum of Sq RSS AIC  
## - Pop 1 22345 1426575 505.07  
## - Wealth 1 32142 1436371 505.39  
## - M.F 1 36808 1441037 505.54  
## <none> 1404229 506.33  
## - U1 1 86373 1490602 507.13  
## + Po2 1 16706 1387523 507.77  
## + NW 1 6963 1397266 508.09  
## + So 1 3807 1400422 508.20  
## + LF 1 1986 1402243 508.26  
## + Time 1 575 1403654 508.31  
## - U2 1 205814 1610043 510.76  
## - Prob 1 218607 1622836 511.13  
## - M 1 307001 1711230 513.62  
## - Ed 1 389502 1793731 515.83  
## - Ineq 1 608627 2012856 521.25  
## - Po1 1 1050202 2454432 530.57  
##   
## Step: AIC=647.99  
## Crime ~ M + Ed + Po1 + M.F + U1 + U2 + Wealth + Ineq + Prob  
##   
## Df Sum of Sq RSS AIC  
## - Wealth 1 26493 1453068 503.93  
## <none> 1426575 505.07  
## - M.F 1 84491 1511065 505.77  
## - U1 1 99463 1526037 506.24  
## + Pop 1 22345 1404229 506.33  
## + Po2 1 13259 1413315 506.63  
## + NW 1 5927 1420648 506.87  
## + So 1 5724 1420851 506.88  
## + LF 1 5176 1421398 506.90  
## + Time 1 3913 1422661 506.94  
## - Prob 1 198571 1625145 509.20  
## - U2 1 208880 1635455 509.49  
## - M 1 320926 1747501 512.61  
## - Ed 1 386773 1813348 514.35  
## - Ineq 1 594779 2021354 519.45  
## - Po1 1 1127277 2553852 530.44  
##   
## Step: AIC=645.43  
## Crime ~ M + Ed + Po1 + M.F + U1 + U2 + Ineq + Prob  
##   
## Df Sum of Sq RSS AIC  
## <none> 1453068 503.93  
## + Wealth 1 26493 1426575 505.07  
## - M.F 1 103159 1556227 505.16  
## + Pop 1 16697 1436371 505.39  
## + Po2 1 14148 1438919 505.47  
## + So 1 9329 1443739 505.63  
## + LF 1 4374 1448694 505.79  
## + NW 1 3799 1449269 505.81  
## + Time 1 2293 1450775 505.86  
## - U1 1 127044 1580112 505.87  
## - Prob 1 247978 1701046 509.34  
## - U2 1 255443 1708511 509.55  
## - M 1 296790 1749858 510.67  
## - Ed 1 445788 1898855 514.51  
## - Ineq 1 738244 2191312 521.24  
## - Po1 1 1672038 3125105 537.93

##   
## Call:  
## lm(formula = Crime ~ M + Ed + Po1 + M.F + U1 + U2 + Ineq + Prob,   
## data = data)  
##   
## Coefficients:  
## (Intercept) M Ed Po1 M.F   
## -6426.10 93.32 180.12 102.65 22.34   
## U1 U2 Ineq Prob   
## -6086.63 187.35 61.33 -3796.03

The stepwise regression indicates us to use the following predictors to fit the model:

model\_stepswise <- lm(Crime~ M + Ed + Po1 + M.F + U1 + U2 + Ineq + Prob,data = data)  
summary(model\_stepswise)

##   
## Call:  
## lm(formula = Crime ~ M + Ed + Po1 + M.F + U1 + U2 + Ineq + Prob,   
## data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -444.70 -111.07 3.03 122.15 483.30   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -6426.10 1194.61 -5.379 4.04e-06 \*\*\*  
## M 93.32 33.50 2.786 0.00828 \*\*   
## Ed 180.12 52.75 3.414 0.00153 \*\*   
## Po1 102.65 15.52 6.613 8.26e-08 \*\*\*  
## M.F 22.34 13.60 1.642 0.10874   
## U1 -6086.63 3339.27 -1.823 0.07622 .   
## U2 187.35 72.48 2.585 0.01371 \*   
## Ineq 61.33 13.96 4.394 8.63e-05 \*\*\*  
## Prob -3796.03 1490.65 -2.547 0.01505 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 195.5 on 38 degrees of freedom  
## Multiple R-squared: 0.7888, Adjusted R-squared: 0.7444   
## F-statistic: 17.74 on 8 and 38 DF, p-value: 1.159e-10

#See the prediction using the stepwise model  
pred\_1 <-predict(model\_stepswise,test\_data\_set)  
pred\_1

## 1   
## 1038.413

## LASSO

Next we use LASSO to choose predictors

library('glmnet')

## Loading required package: Matrix

## Loading required package: foreach

## Loaded glmnet 2.0-18

#We need to scale our data first before using LASSO  
data2 <- scale(data)  
X <- as.matrix(data2[,1:15])  
Y <- as.matrix(data2[,16])  
#At the same time we can do cross validation towards lasso models  
Lasso <- cv.glmnet(X, Y, family = 'gaussian', alpha = 1, nfolds = 5, type.measure = "mse")  
coef\_Lasso <- coef(Lasso$glmnet.fit, s=Lasso$lambda.min)  
coef\_Lasso

## 16 x 1 sparse Matrix of class "dgCMatrix"  
## 1  
## (Intercept) -2.983091e-16  
## M 2.143137e-01  
## So 5.938496e-02  
## Ed 3.000769e-01  
## Po1 8.020148e-01  
## Po2 .   
## LF 5.762247e-03  
## M.F 1.288092e-01  
## Pop .   
## NW 9.368004e-03  
## U1 -3.577858e-02  
## U2 1.207421e-01  
## Wealth .   
## Ineq 4.538892e-01  
## Prob -2.079189e-01  
## Time .

plot(Lasso)

![](data:image/png;base64,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) Now we have the chosen predictors. Using these predictors to fit the regression model:

model\_Lasso <- lm(Crime ~ M + So + Ed + Po1 + M.F + NW + U2 + Ineq + Prob, data = data)  
summary(model\_Lasso)

##   
## Call:  
## lm(formula = Crime ~ M + So + Ed + Po1 + M.F + NW + U2 + Ineq +   
## Prob, data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -415.05 -122.24 0.05 114.69 557.46   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -5709.8007 1172.1390 -4.871 2.10e-05 \*\*\*  
## M 87.4640 38.9342 2.246 0.030730 \*   
## So 98.9665 119.8910 0.825 0.414395   
## Ed 176.1445 55.4389 3.177 0.002998 \*\*   
## Po1 112.1986 16.4389 6.825 4.85e-08 \*\*\*  
## M.F 13.7469 13.2263 1.039 0.305384   
## NW 0.3986 5.5821 0.071 0.943465   
## U2 74.9516 43.7048 1.715 0.094719 .   
## Ineq 59.5760 16.5608 3.597 0.000935 \*\*\*  
## Prob -4482.9501 1735.7313 -2.583 0.013892 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 204.5 on 37 degrees of freedom  
## Multiple R-squared: 0.7752, Adjusted R-squared: 0.7205   
## F-statistic: 14.17 on 9 and 37 DF, p-value: 1.541e-09

pred\_2 <- predict(model\_Lasso, test\_data\_set)  
pred\_2

## 1   
## 1203.153

## Elastic Net

since alpha can be any value between 0 and 1, we try different alpha

set.seed(5000)  
Dev <- vector()  
for (i in 0:10) {  
 Elastic = cv.glmnet(X,Y,alpha=i/10,family="gaussian",nfolds=5,type.measure = "mse")  
 Dev[i+1] = Elastic$glmnet.fit$dev.ratio[which(Elastic$glmnet.fit$lambda == Elastic$lambda.min)]  
 }  
View(Dev)  
#The largest Dev appears when i=8, which means alpha = 0.7  
Elastic\_model = cv.glmnet(X,Y,alpha=0.7,family="gaussian",nfolds=5,type.measure = "mse")  
coef\_Elastic <- coef(Elastic\_model$glmnet.fit, s=Elastic\_model$lambda.min)  
coef\_Elastic

## 16 x 1 sparse Matrix of class "dgCMatrix"  
## 1  
## (Intercept) -3.109819e-16  
## M 2.074104e-01  
## So 6.496341e-02  
## Ed 2.954245e-01  
## Po1 7.178419e-01  
## Po2 5.435303e-02  
## LF 1.131839e-02  
## M.F 1.407239e-01  
## Pop .   
## NW 2.597821e-02  
## U1 -5.832268e-02  
## U2 1.431788e-01  
## Wealth .   
## Ineq 4.238232e-01  
## Prob -2.143996e-01  
## Time .

model\_Elastic <- lm(Crime ~ M + So+ Ed + Po1 + LF + M.F + NW + U1 + U2 + Ineq + Prob, data = data)  
summary(model\_Elastic)

##   
## Call:  
## lm(formula = Crime ~ M + So + Ed + Po1 + LF + M.F + NW + U1 +   
## U2 + Ineq + Prob, data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -443.2 -101.4 4.1 120.5 486.2   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -6434.101 1253.263 -5.134 1.07e-05 \*\*\*  
## M 84.825 39.221 2.163 0.03747 \*   
## So 36.573 139.615 0.262 0.79489   
## Ed 186.954 58.101 3.218 0.00278 \*\*   
## Po1 99.463 18.338 5.424 4.44e-06 \*\*\*  
## LF -264.646 1339.041 -0.198 0.84447   
## M.F 25.438 17.353 1.466 0.15159   
## NW 1.265 5.783 0.219 0.82814   
## U1 -6050.130 3977.786 -1.521 0.13725   
## U2 179.349 78.140 2.295 0.02783 \*   
## Ineq 58.402 16.962 3.443 0.00151 \*\*   
## Prob -4222.327 1740.886 -2.425 0.02059 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 202.9 on 35 degrees of freedom  
## Multiple R-squared: 0.7906, Adjusted R-squared: 0.7248   
## F-statistic: 12.01 on 11 and 35 DF, p-value: 6.965e-09

pred\_3 <- predict(model\_Elastic, test\_data\_set)  
pred\_3

## 1   
## 964.3991