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# Question 12.1

**Describe a situation or problem from your job, everyday life, current events, etc., for which a design of experiments approach would be appropriate.**

Suppose we are the record company running the hip-hop show Rhythm and Flow, we may want to know which candidate of the champion can bring greater benefits to the company, so that the record company will be able to cheat and manipulate the results of the competition behind the scenes.

Since we may have many potential championship candidates, and other candidates may also bring profit to the company, we don’t want to lose value. In this case, we can use the Multi Armed Bandit approach. During the last episode before the final, the company can randomly ask an audience to buy virtual currency in order to show his or her support to one of the candidates. Then we can renew the score of this particular candidate, and ask another audience rating another candidate. First, every candidate has equal probability of selecting. But as we keep renewing each candidate’s score, the probability of appearance of an individual candidate changes. Finally we are able to have the result of who is likely to be the best. Moreover, if every candidate have an equal probability of appearing, people are less likely to buy virtual currency to support a less popular candidate. Thus we successfully prevent losing money.

# Question 12.2

**To determine the value of 10 different yes/no features to the market value of a house (large yard, solar roof, etc.), a real estate agent plans to survey 50 potential buyers, showing a fictitious house with different combinations of features. To reduce the survey size, the agent wants to show just 16 fictitious houses. Use R’s FrF2 function (in the FrF2 package) to find a fractional factorial design for this experiment: what set of features should each of the 16 fictitious houses have? Note: the output of FrF2 is “1” (include) or “-1” (don’t include) for each feature.**

We use the FrF2 function to choose 16 different combinations among 10 factors

#First, we should load the FrF2 Package  
library(FrF2)

## Loading required package: DoE.base

## Loading required package: grid

## Loading required package: conf.design

## Registered S3 method overwritten by 'DoE.base':  
## method from   
## factorize.factor conf.design

##   
## Attaching package: 'DoE.base'

## The following objects are masked from 'package:stats':  
##   
## aov, lm

## The following object is masked from 'package:graphics':  
##   
## plot.design

## The following object is masked from 'package:base':  
##   
## lengths

set.seed(123)  
#We choose 10 different factors that affects the value of a house  
featureNames=c("A","B","C","D","E","F","G","H","J","K")  
#We have 10 different features and we want to test 16 different combinations  
conbination <- FrF2(nruns = 16,nfactors = 10,factor.names = featureNames)  
#Finally we have the results: in the following chart, 1 means we choose that factor, and -1 refers to not included of a certain factor. We can use the following 16 combinations:  
conbination

## A B C D E F G H J K  
## 1 -1 1 1 1 -1 -1 1 -1 1 -1  
## 2 1 1 1 1 1 1 1 1 1 1  
## 3 -1 1 -1 -1 -1 1 -1 1 1 -1  
## 4 1 -1 1 1 -1 1 -1 1 -1 -1  
## 5 1 -1 -1 1 -1 -1 1 1 1 1  
## 6 1 -1 -1 -1 -1 -1 1 -1 -1 -1  
## 7 1 -1 1 -1 -1 1 -1 -1 1 1  
## 8 -1 -1 1 -1 1 -1 -1 1 1 -1  
## 9 1 1 -1 -1 1 -1 -1 -1 1 1  
## 10 1 1 -1 1 1 -1 -1 1 -1 -1  
## 11 -1 1 1 -1 -1 -1 1 1 -1 1  
## 12 -1 -1 -1 -1 1 1 1 1 -1 1  
## 13 -1 1 -1 1 -1 1 -1 -1 -1 1  
## 14 -1 -1 1 1 1 -1 -1 -1 -1 1  
## 15 1 1 1 -1 1 1 1 -1 -1 -1  
## 16 -1 -1 -1 1 1 1 1 -1 1 -1  
## class=design, type= FrF2

In this fractional factorial design, each factor is included 8 times, which is half of the total number of conbinations.

featureTimes=data.frame(nrow=10,ncol=2)  
featureNames=c("A","B","C","D","E","F","G","H","J","K")  
for (i in seq(1,10)) {  
 name=featureNames[i]  
 featureTimes[i,1]=name  
 featureTimes[i,2]=nrow(conbination[conbination[,name]==1,name])  
}  
colnames(featureTimes)=c("Feature id","Included times")  
featureTimes

## Feature id Included times  
## 1 A 8  
## 2 B 8  
## 3 C 8  
## 4 D 8  
## 5 E 8  
## 6 F 8  
## 7 G 8  
## 8 H 8  
## 9 J 8  
## 10 K 8

And half of the combinations (8 our of 16) include 5 factors. One includes all of the ten factors and oneincludes two factors. Then four include four factors and two include six factors.

featureIn=data.frame(nrow=16,ncol=2)  
for (i in seq(1,16)) {  
 featureIn[i,1]=i  
 featureIn[i,2]=ncol(conbination[i,conbination[i,]==1])  
}  
colnames(featureIn)=c("House No.","Number of included features")  
featureIn

## House No. Number of included features  
## 1 1 5  
## 2 2 10  
## 3 3 4  
## 4 4 5  
## 5 5 6  
## 6 6 2  
## 7 7 5  
## 8 8 4  
## 9 9 5  
## 10 10 5  
## 11 11 5  
## 12 12 5  
## 13 13 4  
## 14 14 4  
## 15 15 6  
## 16 16 5

cat("frequency:\n");table(featureIn[,2])

## frequency:

##   
## 2 4 5 6 10   
## 1 4 8 2 1

# Question 14.1

**The breast cancer data set breast-cancer-wisconsin.data.txt from** [**http://archive.ics.uci.edu/ml/machine-learning-databases/breast-cancer-wisconsin/**](http://archive.ics.uci.edu/ml/machine-learning-databases/breast-cancer-wisconsin/) **(description at** [**http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Original%29**](http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Original%29) **) has missing values. 1. Use the mean/mode imputation method to impute values for the missing data. 2. Use regression to impute values for the missing data. 3. Use regression with perturbation to impute values for the missing data. 4. (Optional) Compare the results and quality of classification models (e.g., SVM, KNN) build using (1) the data sets from questions 1,2,3; (2) the data that remains after data points with missing values are removed; and (3) the data set when a binary variable is introduced to indicate missing values.**

To explore the missing data, we firstly run a frequency table for each column(excluding column 1 which is the ID of each data point). The results show that only one column has missing data and the missing data are represented by “?”.

rawData = read.csv("breast-cancer-wisconsin.data.txt",header=F)  
for (i in seq(2,ncol(rawData))) {  
 print(table(rawData[,i]))  
 print(sum(table(rawData[,i])))  
}

##   
## 1 2 3 4 5 6 7 8 9 10   
## 145 50 108 80 130 34 23 46 14 69   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 9 10   
## 384 45 52 40 30 27 19 29 6 67   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 9 10   
## 353 59 56 44 34 30 30 28 7 58   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 9 10   
## 407 58 58 33 23 22 13 25 5 55   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 9 10   
## 47 386 72 48 39 41 12 21 2 31   
## [1] 699  
##   
## ? 1 10 2 3 4 5 6 7 8 9   
## 16 402 132 30 28 19 30 4 8 21 9   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 9 10   
## 152 166 165 40 34 10 73 28 11 20   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 9 10   
## 443 36 44 18 19 22 16 24 16 61   
## [1] 699  
##   
## 1 2 3 4 5 6 7 8 10   
## 579 35 33 12 6 3 9 8 14   
## [1] 699  
##   
## 2 4   
## 458 241   
## [1] 699

So we import the data again and set “?” as missing data. To summary, there are 16 missing data points in column *Bare Nuclei*.

rawData = read.csv("breast-cancer-wisconsin.data.txt",header=F,na.string="?")  
colnames(rawData)=c("ID","ClumpThickness","UniformityofCellSize",  
 "UniformityofCellShape","MarginalAdhesion",  
 "SingleEpithelialCellSize","BareNuclei",  
 "BlandChromatin","NormalNucleoli",  
 "Mitoses","Class")  
rawData[rawData[,"Class"]==2,"Class"]="benign"  
rawData[rawData[,"Class"]==4,"Class"]="malignant"  
rawData$Class=as.factor(rawData$Class)  
summary(rawData)

## ID ClumpThickness UniformityofCellSize  
## Min. : 61634 Min. : 1.000 Min. : 1.000   
## 1st Qu.: 870688 1st Qu.: 2.000 1st Qu.: 1.000   
## Median : 1171710 Median : 4.000 Median : 1.000   
## Mean : 1071704 Mean : 4.418 Mean : 3.134   
## 3rd Qu.: 1238298 3rd Qu.: 6.000 3rd Qu.: 5.000   
## Max. :13454352 Max. :10.000 Max. :10.000   
##   
## UniformityofCellShape MarginalAdhesion SingleEpithelialCellSize  
## Min. : 1.000 Min. : 1.000 Min. : 1.000   
## 1st Qu.: 1.000 1st Qu.: 1.000 1st Qu.: 2.000   
## Median : 1.000 Median : 1.000 Median : 2.000   
## Mean : 3.207 Mean : 2.807 Mean : 3.216   
## 3rd Qu.: 5.000 3rd Qu.: 4.000 3rd Qu.: 4.000   
## Max. :10.000 Max. :10.000 Max. :10.000   
##   
## BareNuclei BlandChromatin NormalNucleoli Mitoses   
## Min. : 1.000 Min. : 1.000 Min. : 1.000 Min. : 1.000   
## 1st Qu.: 1.000 1st Qu.: 2.000 1st Qu.: 1.000 1st Qu.: 1.000   
## Median : 1.000 Median : 3.000 Median : 1.000 Median : 1.000   
## Mean : 3.545 Mean : 3.438 Mean : 2.867 Mean : 1.589   
## 3rd Qu.: 6.000 3rd Qu.: 5.000 3rd Qu.: 4.000 3rd Qu.: 1.000   
## Max. :10.000 Max. :10.000 Max. :10.000 Max. :10.000   
## NA's :16   
## Class   
## benign :458   
## malignant:241   
##   
##   
##   
##   
##

**1.Use the mean/mode imputation method to impute values for the missing data.**

We use both mean and mode to impute values. But according to the frequency table below, the distribution of *Bare Nuclei* is heavily bi-polared. Most of the data points equal to 1 or 10. We propose that using mode instead of mean seems to be a better option to impute values for the missing data. In question4, we will do further comparation towards mean and mode imputation method.

cat("frequency:");table(rawData[,"BareNuclei"])

## frequency:

##   
## 1 2 3 4 5 6 7 8 9 10   
## 402 30 28 19 30 4 8 21 9 132

# use mode  
dataMode=rawData  
dataMode[is.na(dataMode[,"BareNuclei"])==T,"BareNuclei"]=1  
summary(dataMode[,"BareNuclei"])

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.000 1.000 1.000 3.486 5.000 10.000

# use mean  
dataMean=rawData  
dataMean[is.na(dataMean[,"BareNuclei"])==T,"BareNuclei"]=  
 mean(dataMean[,"BareNuclei"], na.rm=TRUE)  
summary(dataMean[,"BareNuclei"])

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.000 1.000 1.000 3.545 5.000 10.000

**2.Use regression to impute values for the missing data.**

We use *mice* package to impute values using regression. We use all the variables(excluding *BareNuclei* and *ID*) as predicting variables in the regressiong model to predict the value of *BareNuclei*. Results are showed below. And all the predicting values are in the feasible range of *BareNuclei’s* value(1 to 10).

library(mice)

## Loading required package: lattice

##   
## Attaching package: 'mice'

## The following object is masked from 'package:DoE.base':  
##   
## make.formulas

## The following objects are masked from 'package:base':  
##   
## cbind, rbind

dataReg=rawData  
model1=mice(dataReg[,2:11], method="norm.predict", m=1, maxit=1, seed=1234)

##   
## iter imp variable  
## 1 1 BareNuclei

model1$imp$BareNuclei

## 1  
## 24 7.201509  
## 41 3.412194  
## 140 1.200127  
## 146 1.588095  
## 159 1.271663  
## 165 1.444743  
## 236 1.960806  
## 250 1.407689  
## 276 1.625150  
## 293 6.343076  
## 295 1.219350  
## 298 1.000995  
## 316 2.005965  
## 322 1.407689  
## 412 1.200127  
## 618 1.048844

dataReg[,2:11]=complete(model1)

**3.Use regression with perturbation to impute values for the missing data.**

We also use *mice* package to impute values using regression with pertrbation. We use all the variables(excluding *BareNuclei* and *ID*) as predicting variables in the regressiong model and add random error terms to the predicted value. Results are showed below. We draw a scatter plot to compare the values from regression and values from regression with perturbation. Most of the points are located away from 45 degree line, which indicates the perturbation.

library(mice)  
dataRegPer=rawData  
model2=mice(dataRegPer[,2:11], method="norm.nob", m=1, maxit=1, seed=1234)

##   
## iter imp variable  
## 1 1 BareNuclei

model2$imp$BareNuclei

## 1  
## 24 9.94371380  
## 41 0.03484965  
## 140 -0.05574598  
## 146 1.62475788  
## 159 2.68327455  
## 165 0.14967372  
## 236 3.69855214  
## 250 2.15955873  
## 276 2.24616931  
## 293 6.35309746  
## 295 1.14402987  
## 298 2.45010184  
## 316 1.01169507  
## 322 1.43049705  
## 412 1.21986249  
## 618 2.40646790

plot(model1$imp$BareNuclei[,1], model2$imp$BareNuclei[,1],  
 xlim=c(0,10), ylim=c(0,10),  
 xlab="Regression", ylab="Regression with Perturbation")  
abline(a=0, b=1, col="red")

![](data:image/png;base64,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)

On the other hand, we notice that there are three values out of the feasible range of *BareNuclei*. We search some literatures and two common ways to deal with such issue are: 1) retaining the values, 2) post-imputation rounding(<https://bmcmedresmethodol.biomedcentral.com/articles/10.1186/1471-2288-14-57>). So we use these two method to deal with the imputed values and compare them in question4.

cat("out of range values:\n");sum(model2$imp$BareNuclei<1 | model2$imp$BareNuclei>10)

## out of range values:

## [1] 3

dataRegPer[,2:11]=complete(model2)  
dataRegPerRetain=dataRegPer  
dataRegPerRound=dataRegPer  
dataRegPerRound[dataRegPerRound$BareNuclei<1,"BareNuclei"]=1  
dataRegPerRound[dataRegPerRound$BareNuclei>10,"BareNuclei"]=10

**4. Compare the results and quality of classification models (e.g., SVM, KNN) build using (1) the data sets from questions 1,2,3; (2) the data that remains after data points with missing values are removed; and (3) the data set when a binary variable is introduced to indicate missing values.**

We firstly creat a data set by removing the missing values. Then we introduce the binary variable to indicate missing values in another data set *dataBinary*. We also introduce the interaction terms between the binary variable with all other independent variable into the data set.

dataRemove=rawData  
dataRemove=na.omit(dataRemove)  
  
dataBinary=rawData  
dataBinary$Missing=rep(1,nrow(dataBinary)) # 0=missing, 1=not  
dataBinary[is.na(dataBinary$BareNuclei)==T, "Missing"]=0  
  
dependents=c("ClumpThickness","UniformityofCellSize",  
 "UniformityofCellShape","MarginalAdhesion",  
 "SingleEpithelialCellSize","BlandChromatin",  
 "NormalNucleoli","Mitoses")  
  
for (col in dependents) {  
 newCol=paste(col,"Interact",sep="")  
 dataBinary[,newCol]=dataBinary[,col]\*dataBinary$Missing  
}  
  
dataBinary[is.na(dataBinary$BareNuclei)==T, "BareNuclei"]=0

So to summarize, the approach of dealing with missing data and the corresponding data set we use are:  
1). Replace by mode: dataMode  
2). Replace by mean: dataMean  
3). Use regression to impute values for the missing data: dataReg  
4). Use regression with perturbation to impute values for the missing data: dataRegPerRetain  
5). Use regression with perturbation to impute values for the missing data and round the values that is out of range to the nearest bound: dataRegPerRound  
6). Remove data points with missing values: dataRemove  
7). Intorduce binary variable to indicate missing values: dataBinary

We use KNN model to compare the results and quality of these approaches. We split the data into training set and test set. To ensure the results is comparable, the rows of data point in training and in test among different data set is identical. The only exception is *dataRemove*, in which several rows are removed. Our method is to split the data set according to *ID*. For *dataRemove*, the way to split it is also to check whether the *ID* is in training list or test list.

# sampling ID for training set  
trainingSize=floor(0.75\*nrow(rawData))  
set.seed(1234)  
trainRows=sample(x=rawData[,"ID"],size=trainingSize,replace=F)

We use *train.kknn* function to train our KNN model, which apply leave-one-out approach to find the best combination of k and kernel. We build a function upon *train.kknn*, using data set as input and outputing best k and kernel and model quality evaluation via test set (predicting accuracy).

library(kknn)  
knnRun = function(data) {  
 trainset=data[data$ID %in% trainRows==T,2:ncol(data)]  
 testset=data[data$ID %in% trainRows==F,2:ncol(data)]  
 modelTrain=train.kknn(Class~., trainset, kmax=15,   
 kernel= c("rectangular", "triangular", "epanechnikov",   
 "gaussian", "rank", "optimal"))  
 testResults=predict(modelTrain, testset)  
 return (list("k"=modelTrain$best.parameters$k,   
 "kernel"=modelTrain$best.parameters$kernel,  
 "accuracy"=sum(testResults==testset$Class)/nrow(testset)))  
}  
  
# use different data set and make comparison  
r=data.frame(ncol=4,nrow=7)  
  
r[1,1]="dataMode"  
r[1,2]=knnRun(dataMode)$k  
r[1,3]=knnRun(dataMode)$kernel  
r[1,4]=knnRun(dataMode)$accuracy  
  
r[2,1]="dataMean"  
r[2,2]=knnRun(dataMean)$k  
r[2,3]=knnRun(dataMean)$kernel  
r[2,4]=knnRun(dataMean)$accuracy  
  
r[3,1]="dataReg"  
r[3,2]=knnRun(dataReg)$k  
r[3,3]=knnRun(dataReg)$kernel  
r[3,4]=knnRun(dataReg)$accuracy  
  
r[4,1]="dataRegPerRetain"  
r[4,2]=knnRun(dataRegPerRetain)$k  
r[4,3]=knnRun(dataRegPerRetain)$kernel  
r[4,4]=knnRun(dataRegPerRetain)$accuracy  
  
r[5,1]="dataRegPerRound"  
r[5,2]=knnRun(dataRegPerRound)$k  
r[5,3]=knnRun(dataRegPerRound)$kernel  
r[5,4]=knnRun(dataRegPerRound)$accuracy  
  
r[6,1]="dataRemove"  
r[6,2]=knnRun(dataRemove)$k  
r[6,3]=knnRun(dataRemove)$kernel  
r[6,4]=knnRun(dataRemove)$accuracy  
  
r[7,1]="dataBinary"  
r[7,2]=knnRun(dataBinary)$k  
r[7,3]=knnRun(dataBinary)$kernel  
r[7,4]=knnRun(dataBinary)$accuracy  
  
colnames(r)=c("dataset", "best k", "best kernel", "accuracy")  
  
r

## dataset best k best kernel accuracy  
## 1 dataMode 15 rectangular 0.9679487  
## 2 dataMean 7 rectangular 0.9615385  
## 3 dataReg 15 rectangular 0.9679487  
## 4 dataRegPerRetain 15 rectangular 0.9679487  
## 5 dataRegPerRound 15 rectangular 0.9679487  
## 6 dataRemove 11 rectangular 0.9610390  
## 7 dataBinary 9 rectangular 0.9487179

According to the results above, generally the difference between every missing data imputing approach is small based on our raw data set. We believe it’s plausible because there are only 16 missing values in one predictor, which is really a small proportion of the whole data set (699 observations with 9 predictors). If we want to compare between different imputation approaches, a data set with a bit more missing values maybe useful. But we can also recognize two meaningful points in the results. The accuracy of imputing by mean is relatively lower comparing to other approaches. Because the distribution of *BareNuclei* is bi-polar with 402 ones and 132 tens. Mean value is not a good representive of the variable. Second, removing data points with missing values also generates a lower results. We check all independent variables’ mean values as well as the distribution of response variable *Class* between missing-value group and none-missing gourp. From the table below we can see that the mean values in missing-value group are relatively low. Besides, the distribution among *Class Benigh* and *Class Malignant* is different. So the data points with missing values may not be random. There seems existing some systematic difference between observations with missing values and other observations. Removing them directly may not be a good choice.

groupcompare=data.frame(nrow=11, ncol=3)  
var=c("ClumpThickness","UniformityofCellSize","UniformityofCellShape",  
 "MarginalAdhesion","SingleEpithelialCellSize", "BareNuclei",  
 "BlandChromatin","NormalNucleoli","Mitoses")  
for (i in seq(1,length(var))){  
 groupcompare[i,1]=var[i]  
 groupcompare[i,2]=mean(rawData[is.na(rawData$BareNuclei)==T,var[i]])  
 groupcompare[i,3]=mean(rawData[is.na(rawData$BareNuclei)==F,var[i]])  
}  
  
groupcompare[10,1]="Num.of benigh"  
groupcompare[10,2]=sum(rawData[is.na(rawData$BareNuclei)==T,"Class"]=="benign")  
groupcompare[10,3]=sum(rawData[is.na(rawData$BareNuclei)==F,"Class"]=="benign")  
  
groupcompare[11,1]="Num.of malignant"  
groupcompare[11,2]=sum(rawData[is.na(rawData$BareNuclei)==T,"Class"]=="malignant")  
groupcompare[11,3]=sum(rawData[is.na(rawData$BareNuclei)==F,"Class"]=="malignant")  
  
colnames(groupcompare)=c("variables", "missing-value group", "none-missing group")  
  
groupcompare

## variables missing-value group none-missing group  
## 1 ClumpThickness 3.3750 4.442167  
## 2 UniformityofCellSize 2.4375 3.150805  
## 3 UniformityofCellShape 2.8750 3.215227  
## 4 MarginalAdhesion 1.8125 2.830161  
## 5 SingleEpithelialCellSize 2.4375 3.234261  
## 6 BareNuclei NA 3.544656  
## 7 BlandChromatin 3.1250 3.445095  
## 8 NormalNucleoli 2.7500 2.869693  
## 9 Mitoses 1.0000 1.603221  
## 10 Num.of benigh 14.0000 444.000000  
## 11 Num.of malignant 2.0000 239.000000