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**PURPOSE OF THIS DOCUMENT**

This represents an overall thesis on how we can analyse the image present in a given mathematical textbook and represent it simple way so that the visually impaired pupils can understand it.

**SCOPE OF THIS DOCUMENT**

The work in this document is limited only to detection and analysis of mathematical images such as Venn diagrams, geometrical graphs, charts and functions.

**USER STORY:**

As a student with visual disability, I want to read all books available in library.

**CURRENT SCENARIO**

It is believed that the fundamental right to education will bring more pupils with SEN(Special education needs) into ordinary schools, and that this will provide the impetus for change. As stated this will regime a number of innovations in teaching–learning processes, and will also provide pupils with SEN access to a full curriculum in appropriate ways. To facilitate this access, it is important to provide information in Braille, on tape, through sign language, and in simple and straightforward language. Access to the content of the curriculum is further highlighted later in this paper.

Education must aim at developing a system by which abstract concepts are effectively communicated to children with varying learning styles, including those using sign language, Braille, etc

For education using braille,tactile graphs special hardware are being produced for the sole purpose. For every new book published there needs to be a special braille version for SEN with visual needs. So these methods have limitation considering the availability of books produced.

**FUTURE AIM**

To make it possible to read all available books using a technology without producing separate entities speciallyfor visually disabled students.

A system integrated with OCR software to collect all text and tts engine to read out the text to the visually impaired student.

This system will be able to read the exact text with >95%. In case it encounters an image in the book, it will describe the image and its content to the reader.

Using this system visually impaired students will read all available books in the library.

**OUR WORK**

**GOOGLE TESSERACT ENGINE**

The Tesseract Engine is basically an **OCR engine**. The lead developer is Ray Smith. The maintainer is ZdenkoPodobny. Tesseract has **unicode (UTF-8) support**, and can **recognize more than 100 languages** "out of the box". Tesseract supports **various output formats**: plain-text, hocr(html), pdf, tsv, invisible-text-only pdf. You should note that in many cases, in order to get better OCR results, you'll need to **improve the quality of the image** you are giving Tesseract. Tesseract **can be trained to recognize other languages**.

Tesseract was originally developed at Hewlett-Packard Laboratories Bristol and at Hewlett-Packard Co, Greeley Colorado between 1985 and 1994, with some more changes made in 1996 to port to Windows, and some C++izing in 1998. In 2005 Tesseract was open sourced by HP. Since 2006 it is developed by GoogleInc..

**THEORY**

Tesseract was in the top three OCR engines in terms of character accuracy in 1995.It is available for LINUX, WINDOWS and MAC OS X. However, due to limited resources it is only rigorously tested by developers under Windows and UBUNTU.

The first step is a connected component analysis in which outlines of the components are stored. This is a computationally expensive design decision at the time, but has a significant advantage: by inspection of the nesting of outlines, and the number of child and grandchild outlines, it is simple to detect inverse text and recognize it as easily as black-on-white text.Tesseract is probably the first OCR engine able to handle white-on-black text so trivially. At this stage, outlines are gathered together, purely by nesting, into Blobs. Blobs are organized into text lines, and the lines and regions are analysed for fixed pitch or proportional text. Text lines are broken into words differently according to the kind of character spacing. Fixed pitch text is chopped immediately by character cells. Proportional text is broken into words using definite spaces and fuzzy spaces.

Recognition then proceeds as a two-pass process. In the first pass, an attempt is made to recognize each word in turn. Each word that is satisfactory is passed to an adaptive classifier as training data. The adaptive classifier then gets a chance to more accurately recognize text lower down the page. Since the adaptive classifier may have learned something useful too late to make a contribution near the top of the page, a second pass is run over the page, in which words that were not recognized well enough are recognized again.

A final phase resolves fuzzy spaces, and checks alternative hypotheses for the x-height to locate small-cap text.

**CODE**

This is open source code which is available on github.

Link- <https://github.com/tesseract-ocr/tesseract.git>

**RESULTS**

After a thorough research it was found out that the % of accuracy provided by the engine was actually an average value which was nearly about 87%-88%.

The solution in order to improve the accuracy can be achieved in 2 ways.-

1. Pre-processing of the images

The accuracy can be increased if the noises and unnecessary edges are removed from the image before giving to OCR for scan.After the scan is complete, the OCR gives a better outcome.

2. Increasing the trained data

More the data in the dataset better is the accuracy of OCR.

**GOOGLE VISION CLOUD**

Cloud Vision API allows developers to easily integrate vision detection features within applications, including image labelling, face and landmark detection, optical character recognition (OCR), and tagging of explicit content.

**THEORY**

Google Cloud Vision API enables developers to understand the content of an image by encapsulating powerful machine learning models in an easy to use REST API. It quickly classifies images into thousands of categories (e.g., "sailboat", "lion", "Eiffel Tower"), detects individual objects and faces within images, and finds and reads printed words contained within images. You can build metadata on your image catalog, moderate offensive content, or enable new marketing scenarios through image sentiment analysis. Analyse images uploaded in the request or integrate with your image storage on Google Cloud Storage.

Features:-

1. Insight From Your Images

Easily detect broad sets of objects in your images, from flowers, animals, or transportation to thousands of other object categories commonly found within images. Vision API improves over time as new concepts are introduced and accuracy is improved.

2. Power of the Web

Vision API uses the power of Google Image Search to find topical entities like celebrities, logos, or news events. Combine this with Visually Similar Search to find similar images on the web.

**CODE**

#!/usr/bin/python

# -\*- coding: utf-8 -\*-

def run\_quickstart():

# [START vision\_quickstart]

shapes = [

'triangle',

'rectangle',

'quadrilateral',

'square',

'rhombus',

'ellipse',

'oval',

'circle',

'polygon',

'convex polygon',

'concave polygon',

'pentagon',

'hexagon',

'line',

'point',

'angle',

'slope',

'trapezium',

]

best\_description = [

'venn diagram',

'diagram',

'plot',

'graph',

'chart',

'set',

'set notation',

'function',

'graph of function',

'map',

'relation',

'union',

'intersection',

'vector',

'symmetry',

'piecewise linear function',

'injective function',

'surjective function',

'sine wave',

'cos wave',

'quadratic function',

'linear function'

]

import io

import os

list1 = [

'b3',

'b4',

'b5',

'b6',

'b8',

'b9',

'b10',

]

# Imports the Google Cloud client library

# [START migration\_import]

from google.cloud import vision

from google.cloud.vision import types

# [END migration\_import]

# Instantiates a client

# [START migration\_client]

for i in range(len(list1)):

print 'Showing image analysis for ' + list1[i]

print '---------------------------------------------------------------------'

# [END migration\_client]

client = vision.ImageAnnotatorClient()

# The name of the image file to annotate

name = 'resources/' + list1[i] + '.png'

file\_name = os.path.join(os.path.dirname(\_\_file\_\_), name)

# Loads the image into memory

with io.open(file\_name, 'rb') as image\_file:

content = image\_file.read()

image = types.Image(content=content)

# Performs label detection on the image file

# Performs document detection on the image file

# Performs web entity detection on the image file

probable\_desc = []

web\_detection = client.web\_detection(image=image).web\_detection

if web\_detection.web\_entities:

print '\n{} Web entities found: '.format(len(web\_detection.web\_entities))

max\_score = 0

best\_desc = ''

found\_shapes = []

for entity in web\_detection.web\_entities:

for items in best\_description:

if items.lower() == entity.description.lower():

probable\_desc.append(entity.description.lower())

for entity in web\_detection.web\_entities:

for items in best\_description:

if items.lower() == entity.description.lower() and max\_score < float(entity.score):

print 1

max\_score = float(entity.score)

best\_desc = entity.description

if best\_desc.lower() == 'function':

best\_desc = 'graph of function'

for items in shapes:

if items.lower() == entity.description:

found\_shapes.append(items.lower())

print 'Score : {}'.format(entity.score)

print 'Description: {}'.format(entity.description)

response = client.label\_detection(image=image)

labels = response.label\_annotations

print 'Labels:'

flag = 0

for label in labels:

for items in shapes:

if items.lower() == label.description:

found\_shapes.append(items.lower())

print label.description

if best\_desc == '':

for label in labels:

for items in best\_description:

if items == label.description:

best\_desc = label.description

if best\_desc.lower() == 'function':

best\_desc = 'graph of function'

flag = 1

break

if flag == 1:

break

print found\_shapes

print probable\_desc

if(best\_desc != ''):

print 'The image can be best described as a ' + best\_desc.lower()

shape\_string = ''

if(len(found\_shapes) > 1):

shape\_string = 'The shapes found in this image are '

for i in range(len(found\_shapes) - 1):

if(i != len(found\_shapes)-2):

shape\_string = shape\_string + found\_shapes[i] + ', '

else:

shape\_string = shape\_string + found\_shapes[i] + ' '

shape\_string = shape\_string + 'and ' + found\_shapes[len(found\_shapes)-1] +'.'

if(len(found\_shapes) == 1):

shape\_string = 'The shape found in this image is '

shape\_string = shape\_string + found\_shapes[len(found\_shapes)-1] +'.'

print shape\_string

if(best\_desc.lower() == 'plot'):

print 'The ' + best\_desc + ' consists of a x-axis and y-axis are perpendicular intersecting at origin O'

desc\_string = ''

if(len(probable\_desc) > 1):

desc\_string = 'The image may also be described as '

for i in range(len(probable\_desc) - 1):

if(i != len(probable\_desc)-2):

desc\_string = desc\_string + probable\_desc[i] + ' or '

else:

desc\_string = desc\_string + probable\_desc[i] + ' '

desc\_string = desc\_string + 'or ' + probable\_desc[len(probable\_desc)-1] +'.'

if(len(probable\_desc) == 1):

probable\_desc = 'The image may also be described as '

desc\_string = desc\_string + probable\_desc[len(probable\_desc)-1] +'.'

print desc\_string

print '---------------------------------------------------------------------'

print '---------------------------------------------------------------------'

print '---------------------------------------------------------------------'

# perform text detection on image file

# [END vision\_quickstart]

if \_\_name\_\_ == '\_\_main\_\_':

run\_quickstart()

**IMPLEMENTATION**

The vision API was used to detect the mathematical objects and graphs present in the standard 10th mathematics book of Karnataka.

Steps to implement google vision API in local computer:

Step-1: Create a google service account

Step-2: Enable the vision API

1.In the Cloud Platform Console, go to the Manage resources page and select or create a new project.

2. Enable billing of your project.

3. Enable the cloud vision API

Step-3: Download and install and GoogleCloud SDK Command Line tool. Open Google cloud SDK Command Line Tool.

Step-4: Type in the command:

gcloud init

Step-5: Then select the project that was created for vision api purpose and enter in other details like location etc when asked

Step-6: In order to activate the API key for the project type in the command

[gcloud auth application-default login](https://cloud.google.com/sdk/gcloud/reference/beta/auth/application-default/login)

Step-7: Create a folder named resources inside the folder where python code file is present and place the images to be classified inside it. Also change the names of the files in the List list1 in the python code

Step-8: Set the path of the google cloud SDK terminal to where the code file is present and run the code

python FILE\_NAME.py

**RESULT**

We managed to get data using the api but it was not accurate (not as expected).So in the end we came to a conclusion that in order to achieve our solution we need to implement deep learning.

**CONVOLUTIONAL NEURAL NETWORKS FOR IMAGE RECOGNITION**

**INTRODUCTION**

Convolutional neural networks. Sounds like a weird combination of biology and math with a little CS sprinkled in, but these networks have been some of the most influential innovations in the field of computer vision. 2012 was the first year that neural nets grew to prominence as Alex Krizhevsky used them to win that year’s ImageNet competition (basically, the annual Olympics of computer vision), dropping the classification error record from 26% to 15%, an astounding improvement at the time.Ever since then, a host of companies have been using deep learning at the core of their services. Facebook uses neural nets for their automatic tagging algorithms, Google for their photo search, Amazon for their product recommendations, Pinterest for their home feed personalization, and Instagram for their search infrastructure. However, the classic, and arguably most popular, use case of these networks is for image processing. Within image processing, let’s take a look at how to use these CNNs for image classification.

**THEORY**

**Inputs and Outputs:-**

When a computer sees an image (takes an image as input), it will see an array of pixel values. Depending on the resolution and size of the image, it will see a 32 x 32 x 3 array of numbers (The 3 refers to RGB values). Just to drive home the point, let's say we have a color image in JPG form and its size is 480 x 480. The representative array will be 480 x 480 x 3. Each of these numbers is given a value from 0 to 255 which describes the pixel intensity at that point

**What We Want the Computer to Do:-**

Now that we know the problem as well as the inputs and outputs, let’s think about how to approach this. What we want the computer to do is to be able to differentiate between all the images it’s given and figure out the unique features that make a dog a dog or that make a cat a cat. This is the process that goes on in our minds subconsciously as well. When we look at a picture of a dog, we can classify it as such if the picture has identifiable features such as paws or 4 legs. In a similar way, the computer is able perform image classification by looking for low level features such as edges and curves, and then building up to more abstract concepts through a series of convolutional layers. This is a general overview of what a CNN does. Let’s get into the specifics.

**Structure:-**

Back to the specifics. A more detailed overview of what CNNs do would be that you take the image, pass it through a series of convolutional, nonlinear, pooling (downsampling), and fully connected layers, and get an output. As we said earlier, the output can be a single class or a probability of classes that best describes the image.

**First Layer – Math Part:-**

The first layer in a CNN is always a Convolutional Layer. First thing to make sure you remember is what the input to this conv (I’ll be using that abbreviation a lot) layer is. Like we mentioned before, the input is a 32 x 32 x 3 array of pixel values. Now, the best way to explain a conv layer is to imagine a flashlight that is shining over the top left of the image. Let’s say that the light this flashlight shines covers a 5 x 5 area. And now, let’s imagine this flashlight sliding across all the areas of the input image. In machine learning terms, this flashlight is called a filter(or sometimes referred to as a neuron or a kernel) and the region that it is shining over is called the receptive field. Now this filter is also an array of numbers (the numbers are called weights or parameters). A very important note is that the depth of this filter has to be the same as the depth of the input (this makes sure that the math works out), so the dimensions of this filter is 5 x 5 x 3. Now, let’s take the first position the filter is in for example.  It would be the top left corner. As the filter is sliding, or convolving, around the input image, it is multiplying the values in the filter with the original pixel values of the image (aka computing element wise multiplications). These multiplications are all summed up (mathematically speaking, this would be 75 multiplications in total). So now you have a single number. Remember, this number is just representative of when the filter is at the top left of the image. Now, we repeat this process for every location on the input volume. (Next step would be moving the filter to the right by 1 unit, then right again by 1, and so on). Every unique location on the input volume produces a number. After sliding the filter over all the locations, you will find out that what you’re left with is a 28 x 28 x 1 array of numbers, which we call an activation map or feature map. The reason you get a 28 x 28 array is that there are 784 different locations that a 5 x 5 filter can fit on a 32 x 32 input image. These 784 numbers are mapped to a 28 x 28 array.

**Going Deeper Through the Network:-**

Now in a traditional convolutional neural network architecture, there are other layers that are interspersed between these conv layers. I’d strongly encourage those interested to read up on them and understand their function and effects, but in a general sense, they provide nonlinearities and preservation of dimension that help to improve the robustness of the network and control overfitting. A classic CNN architecture would look like this.

![https://adeshpande3.github.io/assets/Table.png](data:image/png;base64,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)

The last layer, however, is an important one and one that we will go into later on. Let’s just take a step back and review what we’ve learned so far. We talked about what the filters in the first conv layer are designed to detect. They detect low level features such as edges and curves. As one would imagine, in order to predict whether an image is a type of object, we need the network to be able to recognize higher level features such as hands or paws or ears. So let’s think about what the output of the network is after the first conv layer. It would be a 28 x 28 x 3 volume (assuming we use three 5 x 5 x 3 filters).  When we go through another conv layer, the output of the first conv layer becomes the input of the 2nd conv layer.  Now, this is a little bit harder to visualize. When we were talking about the first layer, the input was just the original image. However, when we’re talking about the 2nd conv layer, the input is the activation map(s) that result from the first layer. So each layer of the input is basically describing the locations in the original image for where certain low level features appear. Now when you apply a set of filters on top of that (pass it through the 2nd conv layer), the output will be activations that represent higher level features. Types of these features could be semicircles (combination of a curve and straight edge) or squares (combination of several straight edges). As you go through the network and go through more conv layers, you get activation maps that represent more and more complex features. By the end of the network, you may have some filters that activate when there is handwriting in the image, filters that activate when they see pink objects, etc.

**Fully Connected Layer:-**

Now that we can detect these high level features, the icing on the cake is attaching a **fully connected layer** to the end of the network. This layer basically takes an input volume (whatever the output is of the conv or ReLU or pool layer preceding it) and outputs an N dimensional vector where N is the number of classes that the program has to choose from.Basically, a FC layer looks at what high level features most strongly correlate to a particular class and has particular weights so that when you compute the products between the weights and the previous layer, you get the correct probabilities for the different classes.

**CODE**

**TRAINING**

fromkeras.preprocessing.image import ImageDataGenerator

fromkeras.models import Sequential

fromkeras.layers import Conv2D, MaxPooling2D

fromkeras.layers import Activation, Dropout, Flatten, Dense

fromkeras import backend as K

import cv2

importnumpy as np

# dimensions of our images.

img\_width, img\_height = 150, 150

train\_data\_dir = 'data/train'

validation\_data\_dir = 'data/validation'

nb\_train\_samples = 90

nb\_validation\_samples = 30

epochs = 50

batch\_size = 10

ifK.image\_data\_format() == 'channels\_first':

input\_shape = (3, img\_width, img\_height)

else:

input\_shape = (img\_width, img\_height, 3)

model = Sequential()

model.add(Conv2D(32, (3, 3), input\_shape=input\_shape))

model.add(Activation('relu'))

model.add(MaxPooling2D(pool\_size=(2, 2)))

model.add(Conv2D(32, (3, 3)))

model.add(Activation('relu'))

model.add(MaxPooling2D(pool\_size=(2, 2)))

model.add(Conv2D(64, (3, 3)))

model.add(Activation('relu'))

model.add(MaxPooling2D(pool\_size=(2, 2)))

model.add(Flatten())

model.add(Dense(64))

model.add(Activation('relu'))

model.add(Dropout(0.5))

model.add(Dense(5, activation='softmax'))

#model.add(Activation('sigmoid'))

model.compile(loss='categorical\_crossentropy',

optimizer='rmsprop',

metrics=['accuracy'])

# this is the augmentation configuration we will use for training

train\_datagen = ImageDataGenerator(

rescale=1. / 255,

shear\_range=0.2,

zoom\_range=0.2,

horizontal\_flip=True)

# this is the augmentation configuration we will use for testing:

# only rescaling

test\_datagen = ImageDataGenerator(rescale=1. / 255)

train\_generator = train\_datagen.flow\_from\_directory(

train\_data\_dir,

target\_size=(img\_width, img\_height),

batch\_size=batch\_size,

class\_mode='categorical')

#print (class\_indices)

validation\_generator = test\_datagen.flow\_from\_directory(

validation\_data\_dir,

target\_size=(img\_width, img\_height),

batch\_size=batch\_size,

class\_mode='categorical')

print (validation\_generator.class\_indices)

model.fit\_generator(

train\_generator,

steps\_per\_epoch=nb\_train\_samples // batch\_size,

epochs=epochs,

validation\_data=validation\_generator,

validation\_steps=nb\_validation\_samples // batch\_size)

img = cv2.imread('map\_12.jpg')

img = cv2.resize(img,(150,150))

img = np.reshape(img,[1,150,150,3])

cla = model.predict\_classes(img)

print (cla[0])

if(cla[0] == 0):

print ('venn diagram')

elif(cla[0] == 1):

print ('chart')

elif(cla[0] == 2):

print ('geometry')

elif(cla[0] == 3):

print ('graph')

elif(cla[0] == 4):

print ('map')

model.save('model.h5')

**TESTING**

#print (class\_indices)

validation\_generator = test\_datagen.flow\_from\_directory(

validation\_data\_dir,

target\_size=(img\_width, img\_height),

batch\_size=batch\_size,

class\_mode='categorical')

print (validation\_generator.class\_indices)

model.fit\_generator(

train\_generator,

steps\_per\_epoch=nb\_train\_samples // batch\_size,

epochs=epochs,

validation\_data=validation\_generator,

validation\_steps=nb\_validation\_samples // batch\_size)

# Set the path of the image to be classified

img = cv2.imread('map\_12.jpg')

img = cv2.resize(img,(150,150))

img = np.reshape(img,[1,150,150,3])

cla = model.predict\_classes(img)

print (cla[0])

if(cla[0] == 0):

print ('venn diagram')

elif(cla[0] == 1):

print ('chart')

elif(cla[0] == 2):

print ('geometry')

elif(cla[0] == 3):

print ('graph')

elif(cla[0] == 4):

print ('map')

model.save('model.h5')

**IMPLEMENTATION:**

For implementation of Convolutional Neural Networks we are using a high level deep learning library called Keras with TensorFlowbackend(with GPU support) to train the model for image recognition. We have used Anaconda to create a virtual environment to run our python code.

Steps to set up setting up the virtual environment and Keras with TensorFlow(with GPU support) installation:

**Step 1: Install Anaconda (Python 3.6 version)**

**Step 2: Update Anaconda**

**Open Anaconda Prompt to type the following command(s)**

conda update conda

conda update --all

**Step 3: Install CUDA Tookit 8.0**

Choose your version depending on your Operating System

**Step 4: Download cuDNN**[**Download**](https://developer.nvidia.com/rdp/cudnn-download)

Choose your version depending on your Operating System. Membership registration is required.

Put your unzipped folder in C drive as follows:

C:\cudnn-8.0-windows10-x64-v5.1

**Step 5: Add cuDNN into Environment PATH**[**Tutorial**](https://kb.wisc.edu/cae/page.php?id=24500)

Add the following path in your Environment. Subjected to changes in your installation path.

C:\cudnn-8.0-windows10-x64-v5.1\cuda\bin

Turn off all the prompts. Open a new Anaconda Prompt to type the following command(s)

echo %PATH%

You shall see that the new Environment PATH is there.

**Step 6: Create an Anaconda environment with Python=3.5**

Open Anaconda Prompt to type the following command(s)

conda create -n tensorflow python=3.5 numpy scipy matplotlib spyder

**Step 7: Activate the environment**

Open Anaconda Prompt to type the following command

activate tensorflow

**Step 8: Install TensorFlow-GPU-1.0.1**

Open Anaconda Prompt to type the following command(s)

pip3 install --upgrade tensorflow-gpu

**Step 9: Install Keras**

Open Anaconda Prompt to type the following command(s)

pip install keras

pip install pillow

pip install h5.py

conda install -c conda-forge opencv

After keras installation in order to implement the code we have to create the dataset for training as well as testing the model. Steps to create the dataset:

**Step 1**: Create a folder named data inside the folder where python code file is present . Within the folder create 2 subfolders named train and validation

**Step 2**: Within each of these 2 subfolders train and validation create subfolders and name these subfolders according to the classes based on which we want to classify the images.

**Step 3**: Then accordingly store the images in the subfolders. Store more images in the train subfolder.

**Step 4**: To train the CNN model run the training python code given above in code section

python TRAINING\_CODE.py

**Step 5**: After training run the testing code given above in code section to test the CNN model

python TESTING\_CODE.py

**Architecture:**
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**Step-4**: Then set the path of anaconda prompt to where the code file is located and run the command

python FILE\_NAME.py

**RESULT:**

The convolutional neural network model was trained with the training data set for 50 epochs. After each epoch the accuracy as compared with the validation data set increased as the model learnt to classify the images according to the respective classes. After 50 epochs the validation accuracy came out to be 1.0000 and the training data set accuracy came out to be 0.9111.![Capture.PNG](data:image/png;base64,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)

**WORK TIMELINE**

|  |  |  |  |
| --- | --- | --- | --- |
| **STAGES** | **START DATE** | **END DATE** | **DURATION** |
| Scope of work | 8.12.17 | 8.12.17 | 1 |
| Research on Tesseract Engine | 9.12.17 | 10.12.17 | 2 |
| Documentation of our research | 11.12.17 | 11.12.17 | 1 |
| Introduction to Google Vision api | 12.12.17 | 12.12.17 | 1 |
| Comparision of Vision/AWS/Microsoft azure | 13.12.17 | 14-12-207 | 2 |
| Implementation of Vision API to detect images of the given Math Text Book | 14.12.17 | 15.12.17 | 2 |
| Training of Datasets | 15.12.17 | 16.12.17 | 2 |
| Documenation of result using Vision API | 16.12.17 | 16.12.17 | 1 |
| Introduction to Deep Learning | 17.12.17 | 18.12.17 | 2 |
| Coding Phase I | 18.12.17 | 19.12.17 | 2 |
| Training of Datasets | 19.12.17 | 19.12.17 | 1 |
| Coding Phase II | 20.12.17 | 20.12.17 | 1 |
| Testing Phase | 20.12.17 | 21.12.17 | 2 |
| Result Analysis and Documentation | 22.12.17 | 22.12.17 | 1 |

**SOFTWARES USED**

1. Machine Learning

- TensorFlow(as a backend)

- Keras Library(for Deep learning)

1. Virtual Enviroment

- Anaconda 3.2 (Python 3.5)

1. API

- Google Vision API

1. OCR Engine

-Tesseract Engine