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1. **项目概述**

现如今，随着人们对互联网行业的深入研究，互联网技术在近几年得到了极大的普及，电商网站的产生更是让互联网逐步成为人们日常生活中必不可少的一部分，它便利了人们的生活，提高了人们的生活品质。

随着电商网站日益增长的用户体验，数据量增长势头也是只增不减，对这些海量数据进行加工处理使其成为有用的数据成为了一个巨大的挑战，但同时也带来了巨大的技术创新和商业机遇。正确的数据分析结果可以帮助网站能对自身得到更全新的认识，然后对网站的不足之处做出正确的判断，及时纠正，为网站创造更多的收益价值。

1. **建设目标及原则**
   1. **建设目标**

本系统是基于Hadoop框架，围绕Nginx服务器、MySQL数据库、Hive数据仓库、HighCharts图库表、JavaScript脚本语言、CSS样式表等众多前后端技术，实现电商网站用户日志数据的解析处理，最终生成一系列的数据指标，并对此进行可视化展示，为电商网站的改进提供一定的参考。

总之，该系统建设的总体目标是：

* 对电商日志数据进行处理；
* 分析和挖掘电商日志数据信息；
* 为电商网站带来巨大的商业价值；
* 提高电商网站的核心竞争力。
  1. **建设原则**

**开放性原则：**

运用开放的标准规范整合各类系统，为实现系统信息交换和共享提供标准接口。

**集约性原则：**

充分利用已有建设成果，辅以必要的补充完善，逐步提升系统智慧化水平。

**复用性原则：**

采用模块化和平台化研制方法构建应用服务体系，提高软件复用和重用能力，方便建设成果推广。

1. **需求分析**
   1. **概述**
   2. **功能需求**
      1. **GMV成交总额**

GMV（Gross Merchandise Volume），是一定时间段内的成交总额（比如一天、一个月、一年），包括付款和未付款的部分。

1. **概要设计**
   1. **概述**
   2. **系统框架设计**

* + 1. **技术架构设计**

系统主要由三部分组成，分别为数据采集传输模块、数据存储计算模块和数据展示模块。

数据采集传输模块：主要由nginx、Flume、Sqoop等工具组成，负责将用户操作的各项数据进行收集传输。

数据存储计算模块：主要由Hadoop框架组成，负责过滤、解析上一步收集到的数据信息，并保存计算后的结果。

数据展示模块：主要由JavaScript、HTML、CSS组成，负责对平台展示界面的编写以及调取数据api接口，将数据分析结果进行展示。

* + 1. **软件功能结构设计**

系统按照功能可以分为

* 1. **应用系统设计**
     1. **设计原则**
     2. **功能模块设计**
  2. **接口设计**
     1. **外部接口**
     2. **内部接口**

1. **详细设计**
   1. **系统概述**

面向服务的体系结构（SOA）是一个组件模型，具备敏捷性、重用性和低耦合性等特点，使得它能很好地应用于智慧营区“多维立体智能管控平台”，它将应用程序的不同功能单，通过这些服务之间定义良好的接口和契约联系起来。基于SOA架构技术的多维立体智能管控平台划分为感知层、传输层、服务层和应用层构成，通过整合各个服务层，对多维立体智能管控平台的核心业务的变化做出快速反应，呈现出可以支持有机业务框架的能力

在本系统中，基础接入子系统包括卡口子系统、共享单车子系统、摆渡车子系统、绿化灌溉子系统、停车引导子系统、微信公众号和手机APP、公共信息显示子系统、公共区域无线接入子系统、背景音乐子系统。

智慧服务系统通过人、车、物、环境有机的结合在一起，彼此之间数据互通，构建一套从惠民需求到惠民服务的一整套服务体系。

* 1. **系统数据流程**

系统

* 1. **功能设计**
     1. **GMV成交总额**
        1. 系统设计

1. **系统关键技术**
   1. **Hadoop平台**

Hadoop是一个由Apache基金会所开发的分布式系统基础架构。用户可以在不了解分布式底层细节的情况下，开发分布式程序。充分利用集群的威力进行高速运算和存储。Hadoop实现了一个分布式文件系统（Hadoop Distributed File System），简称HDFS。HDFS有高容错性的特点，并且设计用来部署在低廉的（low-cost）硬件上；而且它提供高吞吐量（high throughput）来访问应用程序的数据，适合那些有着超大数据集（large data set）的应用程序。HDFS放宽了（relax）POSIX的要求，可以以流的形式访问（streaming access）文件系统中的数据。Hadoop的框架最核心的设计就是：HDFS和MapReduce。HDFS为海量的数据提供了存储，而MapReduce则为海量的数据提供了计算