“… what’s wrong is that ingrained biases in society have led to unequal outcomes in the workplace, and that isn’t something you can fix with an algorithm.”
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**Responsible Artificial Intelligence (RAI)**

Artificial Intelligence (AI) is a branch of computer science implemented in machines in form of algorithms driven by data to perform tasks that can simulate human intelligence in terms of reasoning, learning, problem-solving and quick decision making (Datatilsynet, 2018 & Tathagata, 2021). AI systems have impressive predictive prowess in everything. But like any new technology, it has flaws, vulnerabilities and unintended effects (Quest, 2022). As the contribution of AI to humanity has been monumental, its failures have also been equally hilarious (Harshajit, 2019).

***If AI systems are not regulated,*** it can lead to the demise of humanity (Jowallah, 2021). For example, in 2016, bot tricked thousands of Facebook users to unknowingly install malware that allowed remote access to their Facebook accounts (Harold, 2019). In 2017, when Oliver Haberstroh was away from home, Alexa started playing music on its own at 1:50am and turned the volume so up (Harshajit, 2019). The CEO of a UK-based energy firm received a call from his German boss instructing him to transfer €220,000 to a Hungarian supplier. Unfortunately, the boss was a ‘deep fake’ voice generation software (ImmuneWeb, 2022). An Uber self-driving SUV killed a female pedestrian in Tempe, Arizona. Uber discovered that its software decided not to act after the car’s sensors detected her (Medium, 2018). In line with this, a ***Responsible AI framework***, based on the principle to create algorithms that foster good ethics and morals when deployed is needed. The deployed algorithms will be secure, transparent, fair, inclusive and would limit levels of discrimination in our society (Jowallah, 2021).

***When machine learning goes wrong* and result in a fatal error,** the responsibilities lies on the developer, the trainer and the operator (Robbrecht, 2017). The European Union General Data Protection Regulation (GDPR) aimed at providing effective legal safeguards for data-subjects, including rights of transparency, explanation and contestation, for fully automated decisions (Quest, 2022). **Article 22** of the GDPR states that data subjects have the right not to be subject to a decision based solely on automated processing. Therefore, individuals may object to any processing of their data which is carried out without any human involvement. Also, **Articles 13-15** of the GDPR requires organisation planning to feed data into an algorithm, that will then decide, to inform individual that processing of this nature will take place (PWC, 2019 & Mark et. al, 2020). Under the GDPR, the EU’s data protection authorities can **impose fines** of up to up to €20 million (Tessian, 2020).

**Therefore, before companies can develop algorithms**, they must have clearly defined policies and guidelines of what user security really means. They must understand and practice fairness and inclusion and have a policy that addresses accountability when violation occur. The system should be designed in a collaborative team approach which should include software development, individuals, managers, industrial leaders and policy makers (Jowallah, 2021). The inbuilt integrity will ensure that segments of our population are not denied access to services based on their ethnicity. A RAI system would not use student script to project possible crimination in later years or use data to profile specific people based on race, religion, skin colour and immigration status (Jowallah, 2021).
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Today, the tech giants deploy A.I. to influence what we see, hear, buy—and even feel. The shift of the burden of discernment from people to machines is rapidly spreading into many other nooks—but under the guise of “optimization.”

It’s time to press pause. Perhaps in the future we can create systems that do an excellent job of utilizing data about our lives while excising bias. Until then, A.I. left unchecked is more of a risk than a benefit to society.

Alex & Vivek (2019)