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## 一、文献阅读

文献阅读1：A belief rule-base inference methodology using the evidential reasoning approach – RIMER

1. 摘要

该文提出了一种基于证据推理方法的置信规则库推理方法(Belief Rule-base Inference Methodology using the Evidential Reasoning approach, RIMER)。该方法在传统产生式规则的基础上引入了置信结构，即将结果属性表示成置信分布的形式。这样类型的规则库能够处理由模糊、不完全以及不精确等引起的不确定性。同时可以很好对非线性系统进行建模。其中传统的IF-THEN规则只能算是置信规则的一种特例。而且置信规则库还考虑了规则权重和属性权重。置信规则库中，对给定的一个输入，将被转化为置信分布的形式。然后，置信规则库的推理采用的是证据推理的方法。这种类型的规则库还被扩展到分层的规则库中。最后，通过石墨成分检测实例验证本文提出的新模型的有效性。

1. 文章主要内容

(1) 首先，文章介绍了传统的IF-THEN规则，提到了IF-THEN规则中的属性可能存在不同的类型，比如连续、数值、符号、命令符号等。然而，最早的IF-THEN规则认为所有的信息都是完整的、确定的。

(2) 接着，文章介绍了现实生活中存在着各种不确定性，鉴于此，本文在引入规则权重、属性权重以及置信度的前提下，提出了一种更具一般性的规则库，即置信规则库。

(3) 然后，文章介绍了置信规则库推理的流程，首先介绍了规则库推理的第一步，即对输入进行转换。如文章介绍了基于效用的转化方法，将输入转化为置信分布的形式。然后给出了规则的激活权重的计算，然而，要计算激活权重之前，则必须先计算输入对每个前提属性的个体匹配度。最后，把证据推理方法应用在被激活规则的合成上，完成整个规则库的推理。

(4) 同时，由于输入可能存在不完整性，而一个不完整的输入将导致一个不完整的输出。所以必须对原始的结果属性置信对进行更新。

(5) 接着，文章介绍了分层的置信规则库，其推理的基本步骤与单层BRB的推理类似，差别在于引入了分层的概念，则必须从最底层BRB开始，自底向上执行，直到根节点为止。

(6) 最后通过石墨成分检测实例验证了本文提出的规则库新模型的有效性，并通过与其他方法对比，进一步证明了该模型的优越性。

文献阅读2：Optimization Models for Training Belief-Rule-Based Systems

1. 摘要

目前，在传统IF-THEN规则的基础上，置信规则库推理方法（RIMER）被提出并用于处理不确定性。虽然RIMER的置信规则表示矩阵具有紧凑的结构以用来表示专家知识，但是通常情况下，无法完全通过主观上精确给定置信规则库的各个参数，特别对于大规模BRB系统，比如规则条数上百条或上千条。这势必导致推理的不够准确。因此，该文提出一种对规则库进行训练的方法。该训练模型是一种单目标或多目标的非线性最优化模型。其中该训练模型的最主要的特征是只需要部分的训练数据，这些数据可以是不完全的或模糊的、数值的或主观判断的、或者混合的。该模型可以对初始的由专家根据领域知识或由常识判断给定的规则库进行参数调整。最后，该文通过石墨成分检测实验证明了提出的训练模型对提高BRB推理精度的有效性。

1. 文章主要内容

(1) 首先，文章回顾了RIMER方法，包括BRB结构表示以及推理。

(2) 接着，提出了对BRB参数训练的优化模型。其中包括基于数值观测值的优化模型、基于主观观测值的优化模型和基于混合观测值的优化模型。

(3) 然后，介绍了分层BRB的最优化模型。

(4) 最后，通过石墨成分检测实例验证了该文提出的规则库训练模型是有效可行的。

文献阅读3：Inference and learning methodology of belief-rule-based expert system for pipeline leak detection

1. 摘要

置信规则库专家系统是一种传统置信规则库系统的扩展，它能够较好的表示更多复杂的包含各种不确定性信息的因果关系。该文介绍了如何对置信规则库专家系统进行训练并且将其应用在输油管道检漏实验中。首先由专家知识给定的初始规则库用来模拟不同条件下的管线作业。然后使用实际测到的管线作业的数据对规则库进行训练，并最后通过测试数据对训练后的规则库的性能进行验证。该研究表明置信规则库系统的灵活的，能够表示复杂的专家系统，并且是输油管道检漏的一个有效的新方法。

1. 文章主要内容

(1) 首先，该文概括了RIMER方法，包括置信规则库的结构表示、证据推理方法以及置信规则库的优化训练模型。

(2) 然后，该文就重点详细介绍了BRB在输油管道检漏中的应用。为了使用置信规则库仿真实际系统，首先必须构建初始规则库。本文提出了依赖于专家知识构建规则库。其中包括前提属性和结果属性的确定、前提属性和结果属性参考等级的确定、根据专家知识构建初始规则库。然而由于专家知识的局限性，导致构建由专家知识构建出来的规则库未具备良好的推理效果。于是接下来该文对BRB进行训练。本文给出了2008组样本数据、然后取其中的500组数据作为训练数据对规则库进行训练。最后利用2008组样本数据对训练后的BRB进行测试，并通过绘制图形表明了训练后的规则库具备良好的性能。

文献阅读4：Inference analysis and adaptive training for belief rule based systems

1. 摘要

BRB系统作为一种传统IF-THEN规则库系统的扩展，能够捕获前提属性与结果属性之间的复杂的非线性的因果关系。在BRB系统中，各种各样的不确定信息可以用置信结构来表示，其中置信规则的结果属性是采用置信分布的表示形式。针对一个给定输入，BRB的推理采用的是证据推理方法。该文首先介绍BRB的推理机制，然后提出了该推理机制属于单调推理，并且说明了BRB具有非线性近似功能。本文提出了一种适应性训练的方法用于更新BRB系统的参数，以达到更好的推理效果。最后，通过一个多峰函数以及输油管道检漏实验用来说明BRB的函数性，并且验证了本文提出的适应性训练的有效性。

1. 文章主要内容

(1) 首先，该文介绍了BRB系统的相关知识，并通过图式架构说明了BRB推理系统。

(2) 接着，给出了BRB系统的单调推理以及激活权重的非线性近似的特性，并稍加阐述。

(3) 然后，提出了置信规则库的适应性训练，与传统训练的区别在于也对前提属性的候选值进行训练。并通过一个非线性函数进行分析。

(4) 最后，通过一个多峰函数以及输油管道检漏这两个实例对该文提出的方法进行验证，并同时说明了BRB系统具备对非线性系统的模拟仿真能力。其中引入了一个比较指标，譬如MAE，RMSE，PCC。

文献阅读5：A sequential learning algorithm for online constructing belief-rule-based syste

1. 摘要

RIMER方法今年来得到了很好的开发利用。BRB在传统的IF-THEN规则上进行扩展，被当成一种更具有广泛意义的专家系统，同时需要分配包括规则权重，属性权重、置信度在内的一些系统参数。有效的参数确定可以得到可靠的系统仿真和预测。现有的一些离线模型在参数训练上需要花费大，特别是对一些大规模的系统而言。迭代算法可以对系统进行在线微调，且花费的计算时间较少符合实际情况。但这些计算方法都是基于已有的结构基础，对一个复杂的系统而言，先验知识并不都是完美的，这将导致初始的BRB结构的不完整或不合理。而且，对于初始的BRB而言，规则数太多将导致过拟合，规则数太少将导致欠拟合，这样的BRB 系统将无法达到最佳性能。这篇文章考虑了真实重要情况下，在初始BRB 结构和参数分配既定的情况下进行在线调整。文章定义一种新的基于统计效用的置信规则在线学习的顺序学习方法。与其他算法相比，该方法可以自动添加或删除规则，满足实时性需求。此外，该方法继承了RIMER方法的特性，只有部分的输入输出数据是不完整或者模糊的。为了验证所提算法的有效性，对输油管道泄漏的实验进行了研究讨论，验证该算法的可行性。

1. 文章主要内容

(1) 首先，文章介绍了BRB的基础知识，包括规则的表示，个体匹配度的计算、激活权重的计算，以及规则的推倒。

(2) 接着，文章介绍了利用推理结果和密度函数计算一条规则的统计效用值，该统计效用在后续研究用来衡量一条规则应该添加或者删除。

(3) 然后，文章介绍了利用顺序学习方法在线构建置信规则库的方法，根据规则的效用值增加或者删除规则，维护规则库结构，同时利用极大似然的方法进行自适应参数优化。

(4) 最后通过石墨成分检测实例验证了本文提出的模型的有效性，可以动态构建性能良好的BRB系统，在工程领域具有应用价值。

文献阅读6：Dynamic rule adjustment approach for optimizing belief rule-base expert system

1. 摘要

基于证据推理的置信规则库推理方法近年来广受好评。作为一种基于证据推理的专家系统，BRB以置信框架存储各种不确定性知识。近年来已提出一些相关的结构学习方法。但是，这些方法仍存在许多不足，不可重复下，数据保存不完整、受到相关统计效用值的约束等。此外为了研究规则数量对BRB系统的影响，设计了两种场景揭示规则数量和结构特征的关系。规则太多导致系统过拟合，规则太少导致系统欠拟合。为了解决以上问题，我们提出构建一个自适应的结构，该结构是一个合适的结构而非过拟合或者欠拟合。通过对BRB 参数学习的情景分析和实验验证，我们总结出针对这两种场景的主要特征，用来揭示BRB的一些关键属性。最后，介绍密度函数和误差分析的动态修剪和增添规则来构建完整的BRB，特别是包含多前提属性的BRB。文章将该方法用在石墨管道泄漏的检测案例中以证明该方法的有效性。

1. 文章主要内容

(1) 首先，文章介绍了BRB的基础知识，包括规则的表示，个体匹配度的计算、激活权重的计算，以及规则的推倒同时对参数学习进行分析。

(2) 接着，文章对两种场景，规则数太少和规则数太多的情况下的BRB结果进行分析。

(3) 然后，文章提出动态的规则自适应方法用来构建完善的BRB 系统，分别是基于密度函数的规则库规则修剪和继续错误分析的规则增加。

(4) 最后通过石墨成分检测实例验证了本文提出的模型的有效性，可以动态构建性能良好的BRB系统，对BRB系统进行结构优化。

文献阅读7：Belief rule based expert system for classification problems  
with new rule activation and weight calculation procedures

1. 摘要

分类模型是具有多种多元模型，并具有广泛的应用领域，因此十份重要。BRB 系统展示了其处理不确定定性和定量信息的可能性。这篇文章将提出一种BRB分类器以解决分类问题。但是，存在两个主要的问题。首先，BRB分类器的大小必须控制在可行的范围内一遍专家参与。其次，初始的BRB分类器参数必须通过专家知识优化或者历史数据获取。因此，新提出的规则激活方式和权重计算方式在保持原有的个体匹配度计算的同时可以缩小BRB 分类器的规模。此外，使用证据推理方法作为推理引擎和差分进化算法作为优化算法可以获取合适的参数值，包括前提属性参考值、规则权重、结果置信度。本文将用五种数据集验证所提BRB分类器的有效性，即虹膜、酒、玻璃、癌症、和。结果表明该方法可以对五个数据集在有限的规则内精确的建模。与文献所提的其他方法相比，该BRB分类器显示出其优越的性能。

1. 文章主要内容

(1) 首先，文章介绍了BRB如何应用在分类问题，并提出BRB 分类器存在的问题。

(2) 接着，文章通过对原有的BRB 分类问题上的分析提出新的规则激活方式和新的激活权重计算方法。

(3) 然后，文章提出利用证据推理方法作为推理引擎和差分进化算法作为优化算法对BRB进行优化。

(4) 接着，以图表和文字描述的方式介绍新的BRB分类模型，介绍从输入到规则激活，规则融合，确定分类的过程。

（5）最后，在十折交叉和五折交叉验证方法下得出本文所提方法在五个分类数据集上得到的分类正确率，并与其它文献中所提的方法进行比较，验证该方法在分类问题上的优越性。

文献阅读8：Belief Rule Base Structure and Parameter Joint Optimization Under Disjunctive Assumption for Nonlinear Complex System Modeling

1. 摘要

非线性复杂系统建模已引起多个领域的关注并且已存在多种方法。在这些方法中，置信规则库在处理多种不确定信息和非线性复杂系统建模上存在很大的优势，并且具有理论分析依据，但仍存在两个挑战。首先，BRB需要在规模缩减的同时保证模型的建立和计算误差。针对这个挑战，一个新的基于析取的假设已经被应用，该方法可以在缩减BRB规模的同时保持其完整性；第二，考虑BRB的结构和参数的联合优化。对于这个问题，一种新的优化目标AIC准则被用来表示模型的精度和复杂度。此外，提出一种基于AIC准则的联合双层优化模型将用于BRB结构和参数的构建。三种进化算法，即遗传算法、粒子群算法和差分进化算法将用来比较以确定最合适的优化引擎。最后，通过两个实际案例研究表明，本文提出的联合优化方法可以确定最佳的决策结构和参数配置。

1. 文章的主要内容

(1) 首先，文章介绍了BRB的基础知识，并说明基于合取的置信规则库规则的问题，包括结构和参数上的问题。

(2) 接着，文章提出通过析取的方式对BRB进行连接，并通过具体的计算式说明DBRB能够对原始的结构进行优化并减少计算量。

(3) 然后，文章提出利基于析取方式的置信规则库联合优化模型，提出基于新的AIC指标的双层优化模型。

(4) 接着，通过具体的算法步骤说明如何对DBRB进行双层优化，动态构建基于析取的BRB系统，同时优化参数。

（5）最后，通过输油管道实验和燃气涡轮发动机信号推理的实验验证文章所提方法的有效性。

文献阅读9：A Disjunctive Belief Rule-Based Expert System for Bridge Risk Assessment with Dynamic Parameter Optimization Model

1. 摘要

桥梁风险评估是避免桥梁安全事故发生，确保公众安全的重要途径。这可以通过研究桥梁风险和评判标准之间的关系来完成。但是，这种关系在实际情况下通常是很复杂的。因此，针对这方面的研究，学者们提出了许多方法来模拟过去几十年的桥梁风险。包括神经网络、证据推理与学习、多元回归分析和自适应模糊神经推理系统等都已对桥梁风险进行深入的分析和比较。但是，这些方法仍具有局限性。因此，文章利用基于析取范式的置信规则库系统对桥梁风险进行建模。有别于传统的CBR，DBRB是一种对BRB采取析取连接方式的一种表示。此外，文章还提出了动态参数优化模型和改良的差分进化算法对DBRB的参数进行训练，该模型能确保DBRB的完备性，同时该算法可以获取全局最优解。为了证明方法的准确性，应用ANN，ERL，MRA，ANFIS衍生出来的九种模型和两种参数优化模型将用于评估桥梁结构。通过对结果的比较表明，采用动态参数优化模型的DBRB专家系统优于其他模型和现有的参数优化模型。

1. 文章的主要内容

(1) 首先，文章介绍了置信框架的基本概念和基于析取范式的置信规则，在此基础上对ER推理过程和结果做出了解释说明。同时通过对比说明DBRB相对于CBRB能解决的问题及相较于其他模型的优点。

(2) 接着，文章提出动态参数优化模型。在保证模型完整性的基础上动态改变属性参考值的上下界，并对传统的差分进化算法进行优化

(3)最后，将提出的模型应用于桥梁风险评估中，并与现有的CBRB和DBRB 模型相比较，与ANN，ERL，MRA，ANFIS衍生模型作比较，验证该模型的正确性和准确性。

文献阅读10：A two-stage discretization algorithm based on information entropy

1. 摘要

离散化是数据挖掘和知识发现预处理中较重要和困难的。现有的离散化方法很多，但是大多数都存在一定的缺点。局部离散化方法效率高，但泛化能力弱。全局离散化方法需要同时考虑所有的属性，则需要较高的时间和空间负责性。本文提出一种基于信息熵的两阶段离散化方法。在局部离散化阶段，我们选择具有最小条件信息熵的k个节点，目的是以微小的信息损失迅速减少属性基数。在全局离散化阶段，在保留下来的最小分割集合的基础上考虑所有属性的约减形成一个规模化的决策系统。与其他方法进行比较该方法具有较好的泛化能力，良好的信息保存能力，较高的分类准确性和合理的时间消耗。

1. 文章的主要内容：

(1) 首先，文章介绍了决策系统、信息熵、条件信息熵的基本概念以及相关的信息拓展和缩放操作。

(2) 接着，文章提出通过析取的方式对BRB进行连接，并通过具体的计算式说明DBRB能够对原始的结构进行优化并减少计算量。

(3)最后，通过该方法与其他七种离散化方法的对比，以及离散化方法用在六种常见的分类算法上的实验，说明文章提出的算法具有具有较好的泛化能力

二、选题报告

1、选题依据

随着信息技术的快速发展，为了能够处理在各种复杂应用背景的多样性、大容量、高速、实时的数据，信息融合(Data Fusion)技术越来越受到各个领域专家的重视。信息融合是模仿人类处理信息的结果，它实际上是一个不确定性推理与决策的过程，其方法包括贝叶斯概率推理法、D-S（Dempster-Shafter）证据理论[1-2]、模糊推理法、神经网络等。对于实际应用中数据存在不确定性、不完备性和不精确性的问题，基于置信度理论的推理方法充分展示了其优越性[3-4]。

置信规则库推理（Belief Rule Base，BRB）[5]系统是在传统的IF-THEN规则库的基础发展而来的，通过引入置信框架，设置前提属性权重，规则权重以及结果置信度等参数扩展传统的置信规则库。置信规则库系统的核心是基于证据推理的置信规则库推理方法（RIMER）,该方法在D-S证据理论、决策理论、模糊理论和传统的IF-THEN规则库的基础上发展起来，对带有含糊或模糊不确定性[6]、不完整性或概率不确定性以及非线性特征的数据具有建模能力。RIMER包括知识表示和知识推理两部分，其中知识表示主要依靠置信规则库中的置信规则，知识推理的过程可分为以下三个步骤：第一步，将输入数据在IF-THEN规则中进行知识匹配；第二步，利用证据推理算法将匹配所得的信息进行合成；第三步，将合成的信息转换为简单易懂的信息提供给决策者。置信规则库在推理过程中考虑了数据的不确定性，在知识表示时保留不确定性部分，同时推理算法具有不确定数据处理能力和自学习能力，相比于传统的模糊逻辑推理和人工神经网络，参数数量少且简单易懂，具有一定的优越性。同时，BRB系统已经成功应用于工程系统安全评估、石墨成分分析、输油管道泄漏、涡轮增压器可靠性预测、非线性复杂系统故障预测、临床诊断等领域[7-8]。

传统的BRB系统建立在专家知识上，BRB中的参数均由专家或者决策者根据经验知识决定。但是，仅仅利用专家知识来确定BRB 的参数是困难的，也是不可靠的。置信规则库的规则权重和属性权重有微小的偏差将给推理结果造成巨大的影响。因此，Yang[9]等提出适合BRB系统的参数学习优化模型，通过动态调整BRB的参数后进行决策，提高置信规则库系统的推理能力；Chen[10]在Yang的基础上，提出利用MATLAB的优化工具箱对BRB系统进行参数优化，该方法利用fmincon函数进行参数训练，可移植性差；Chang[11]等提出利用梯度下降和二分法策略的参数学习方法，该方法优于fmincon函数，但训练过程只涉及部分参数，算法的收敛速度和精度还有待提高；Zhou[12-14]等基于顺序学习、贝叶斯理论和极大似然估计方法提出基于置信规则库的在线学习方法，该方法依赖人为假定的概率分布，对实际应用范围有所局限；Su[15-16]等提出基于群智能算法的参数学习方法以及基于专家干预的差分进化算法，算法的精度有所提高，但参数学习过程需要反复迭代，效率低。研究过程中，除了对BRB参数优化的考虑，同时也考虑了对BRB系统结构的优化。因为构建BRB系统时，需要覆盖所有的前提属性和属性的参考值，当属性个数和参考值数量过多时容易出现“组合爆炸”的问题，鉴于此问题，Chang[17-18]等提出基于灰耙理论，多维尺度变换、主成分分析等方法来降维以减少前提属性的数量；Yang[19]等提出基于关联系数标准差融合的置信规则库的约简方法，但该方法依赖人为确定的关联属性阈值和评价矩阵，具有一定的局限性；Wang[20]等提出利用粗糙集和密度聚类方法对置信规则库结构进行进一步研究。以上的优化方法仅考虑了单方面的参数优化或者结构优化，因此，Zhou[12]等提出“统计效用”的方法衡量规则的重要性，动态增删系统中的规则数量，以及参数的自适应方法对规则库中的参数进行优化；Wang[21]等提出动态规则自适应的方法，针对规则库的过拟合和欠拟合，优化BRB系统的结构和参数。除了对BRB参数及结构的优化，Ye、Wang[22-23]等提出了对RIMER推理过程中包括个体匹配度、属性权重等公式的修改。Liu[24-26]等将置信规则的前件部分转化为分布式置信框架，提出基于数据驱动的扩展置信规则库(Extended Belief Rule Base, EBRB)系统，无需进行参数训练且结果具有较好的决策准确性，当数据量较庞大时，规则的搜索很耗时。

现有的结构优化研究在一定程度上能避免组合爆炸的问题，但是由于对属性的约减、规则的约减等对BRB的推理能力造成了一定的影响。Chang[27]等提出将规则连接方式由合取‘∧’改成析取‘∨’，即基于析取范式的置信规则库推理系统（Disjunctive Belief Rule-Base，DBRB）,并应用于分类问题上，该方法改变属性参考值的组合方式，每个属性属性参考值只需遍历一次，有效解决了属性参考值指数增长爆炸的问题，对BRB的结构进行了优化；同时Chang[28]等提出一种新的优化指标，衡量生成的基于析取范式的置信规则的重要性，动态生成置信规则库；Yang[29]等提出动态设置属性参考值上下界的方法，并成功应用于桥梁风险的评估。

由上述的研究成果可得，DBRB在置信规则库结构优化上具有一定的优势且结构简单，适合非线性复杂系统的建模，同时提高参数训练的效率。但是现有的针对DBRB的研究仍存在许多不足之处。首先，现有的DBRB研究大多基于完整数据，即数据集中不存在缺失数据，Wang[30]等和Chang[31]等研究基于析取范式的置信规则库在数据异构、不完备和缺失信息的情况下使用，并应用于武器装备满足能力评估和威胁等级评估，但该方法对于缺失的数据不规律的数据集很难有效果，Yu[33]等提出利用经验或统计方法获取缺失数据的历史分布情况，并根据分布情况获取最终得置信规则库得推理结果,但该方法并未从根本上解决置信规则库系统对缺失数据的处理，所以，面对缺失部分信息的数据集仍然缺少有效的方法；其次，DBRB的传统建库方法大多依赖于专家知识，主要采用参考值组合或根据某类指标动态生成规则的方法，存在较强的主观性，Chang[34]等提出使用合取范式的置信规则库来构建析取范式的置信规则库，统合了两种置信规则库的优势，但增加了系统的复杂性，且对初始规则库的构建仍然缺少有关方法。

2、研究内容、研究目标以及拟解决的关键问题

1. **研究与开发的主要内容**

针对上述问题，本论文研究主要内容包括以下几点：

（1）DBRB对于缺失数据的处理。CBRB采用逻辑与进行属性间的连接，对应的规则权重的激活程度的计算方式是使用连乘属性匹配度，当参与到CBRB规则推理的数据中缺失了某个属性值，这将导致CBRB系统瘫痪，产生零激活，无法进一步推理。而DBRB与之相比则具有天然的优势，因为DBRB使用逻辑或连接各个属性值，即采用累加属性匹配度的计算方式计算规则激活权重，当缺失部分数据的数据集进入到DBRB系统中，缺失数据对应的属性匹配度为零，会对DBRB推理结果增加不准确性，但DBRB的推理过程不会受到影响。在此基础上，将研究如何优化DBRB对不完整数据的推理方法，优化激活属性权重、激活规则权重对推理结果的影响。

（2）DBRB规则库建立方法。DBRB规则库可以通过属性参考值的线性组合进行建立，Ye[22]等提出了问题分类数等于规则数，使得分类问题下规则数不再受限于前提属性参考值个数，Zhang[32]等利用k-means聚类解决回归问题下的规则数，但两者都未能充分地利用已有的数据，且后者存在一定的主观性影响。因此，该课题将在两者的基础上研究一个由数据驱动构建的DBRB规则库，充分利用数据中的信息，提高推理准确度。

（3） DBRB在教师测评中的应用。教师测评是学生对教师教学水平的一种评价方式，学生通过一系列的教学评价指标对教师课程进行打分，从而得到教师教学情况的反映。现有的教学仍采用传统的统计方式，但由于存在部分学生不进行教评，导致统计得到的数据不完整。因此，该课题采用证据推理方法代替统计方法，将学生对教师的评价结果进行组合，使最终得到的教师评价成绩更加合理。同时，通过分析教师相关信息，建立基于DBRB的教师测评预测系统，对教师教学情况进行预测，促进教学水平的提高。

1. **研究与开发的主要目标**

研究与开发的主要目标是对现有的基于析取范式的置信规则库推理系统模型的优化，提高规则库的推理性能，提高置信规则库系统在实际问题中的应用。通过阅读大量文献，分别对证据推理方法、基于证据理论的置信规则库推理方法（RIMER）、基于析取范式的置信规则库（DBRB）、缺失数据等其他领域相关算法进行深入的研究，将方法与置信规则库系统进行结合，并优化系统性能，同时在实际问题中进行实验分析和方法比较，验证所提优化方法的合理性和有效性。

对于本课题的最终研究目标可以分为以下三个：

（1）研究基于析取范式的置信规则库的数据缺失处理，拟采用信息熵及相关理论知识来衡量缺失数据对应的属性信息量，改进原有的规则权重和激活权重公式，提高析取范式的置信规则库系统的推理准确性，增强系统的鲁棒性。

（2）研究基于析取范式的置信规则库的建库方法优化，拟采用聚类算法及相关理论知识对已有的数据进行处理，通过对数据的信息进行提取，建立从数据中产生规则库，实现数据驱动的析取范式的置信规则库。

（3）研究基于析取范式的置信规则库在教师测评的应用，利用DBRB适用于非线性复杂系统建模的优势，在学生教评数据的基础上建立能够预测教师教学水平的DBRB模型。

1. **研究与开发的主要关键技术问题**

本课题拟解决的关键技术问题有三点：

（1）针对现有的基于析取范式的置信规则库系统没有考虑不完整数据对规则激活的影响，规则激活权重的设置存在不合理性的问题，考虑利用信息熵对信息不确定性的度量改进规则激活方式。如何度量缺失数据的属性对推理结果的影响，采用何种方式降低缺失数据带来的不准确性从而提高基于析取范式规则库推理的准确性是关键。

（2）针对现有的基于析取范式的置信规则库系统未能充分利用数据进行规则库的构建的情况，在Ye等和Zhang等的研究基础上如何对数据信息进行充分的挖掘，如何构建一个由数据驱动的基于析取范式的置信规则库是关键。

（3）针对现有的教师测评数据集，建立一个基于析取范式的置信规则库教师测评成绩预测模型，如何解决好教师测评成绩存在的主观性，如何利用好现有的数据集，如何分析好与测评成绩相关联的因素构建一个具有高可行度的预测模型是关键。

3、拟采取的方案和可行性分析

1. **研究的基本思路**
2. 课题研究的基本思路是理论研究和实验分析相结合。对于理论研究，通过阅读大量文献，分别对证据理论、RIMER理论、参数学习、差分进化算法、基于析取范式的置信规则库系统、缺失数据等进行深入的研究，了解上述方法、理论中现有的相关算法及其各自的优缺点；对于实验分析，在对各方法、理论有了感性的认识后，结合实际问题中的应用，实现相应的算法及实例，在此基础上将缺失数据处理方法、结构优化方法引入到基于析取范式的置信规则库系统中，提出新的激活权重计算方法并优化置信规则库的结构和参数，提升置信规则系统的推理性能并应用于实际问题中。最后，通过实例验证本课题所提出的新方法的鲁棒性和有效性。
3. **研究过程拟采用的方法和手段**

本课题拟采用的方法和手段如下：

（1）拟采用信息熵对规则属性所含信息量进行度量，分析规则激活过程属性对激活权重的作用，如缺失的属性值对激活权重的影响大小，以及考虑个体匹配度、规则权重组合方式对规则激活权重的影响，使用信息熵对激活规则权重做出修正，减小缺失数据对推理结果的影响。

（2）拟在Ye[22]等和Zhang[32]等工作的基础上，采用K近邻思想，对分类数等于规则数进行改进，增加规则的多样性，同时对数据属性值引入聚类算法，通过聚类获取类别中心点，选取前k个点作为规则前件放入规则库中，完成规则库的构建，实现由数据驱动的基于析取范式的置信规则库。

（3）拟采用ER算法对教师测评指标进行聚合得到教师教学成绩，通过对数据属性进行相关性分析，选取部分属性作为规则库的前提属性，对数据建立基于析取范式的执行规则库的预测模型，通过与其他预测模型进行对比，证明该模型的有效性。

1. **现有研究条件和基础**

本课题源于国家自然科学基金项目“大数据环境下置信规则库推理模型的优化与应用研究” (61773123)和福建省自然科学基金项目“面向信息不完整的置信规则库推理方法研究” (2019J01647)。所在课题组主持完成国家自然科学基金项目“基于参数和结构优化的置信规则库推理方法研究” (71501047)、福建省自然科学基金项目“基于证据推理的置信规则库优化算法及其在分类中的应用研究” (2015J1280)、福建省教育厅科技项目“证据推理方法及其在可信软件评估中的应用研究”(JA10035)和 “基于证据推理的置信规则库推理方法及其应用研究” (JA13036)，对证据推理方法和置信规则库推理方法有较深入的研究，在置信规则库的规则约简、参数学习、结构优化等方面已经取得一系列的研究成果，并将置信规则库推理方法成功应用于分类、匹配决策等领域以及出租车乘车概率的预测中，取得了预期的效果。研究团队的稳定性和前期研究基础为本课题研究工作的顺利开展奠定了坚实的基础。

本人目前已编码完成过一些基于析取范式的置信规则库系统相关的算法及应用实例，具有一定的学术功底，目前已阅读研究基于析取范式的置信规则库系统、缺失数据处理等相关理论的文献，了解并熟悉本课题所需研究的内容。
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