def perceptronStep(X, y, W, b, learn\_rate = 0.01):

for i in range(len(X)):

y\_hat = prediction(X[i],W,b)

if y[i]-y\_hat == 1:

W[0] += X[i][0]\*learn\_rate

W[1] += X[i][1]\*learn\_rate

b += learn\_rate

elif y[i]-y\_hat == -1:

W[0] -= X[i][0]\*learn\_rate

W[1] -= X[i][1]\*learn\_rate

b -= learn\_rate

return W, b
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import numpy as np

def softmax(L):

expL = np.exp(L)

sumExpL = sum(expL)

result = []

for i in expL:

result.append(i\*1.0/sumExpL)

return result

# Note: The function np.divide can also be used here, as follows:

# def softmax(L):

# expL = np.exp(L)

# return np.divide (expL, expL.sum())