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**Objective**

Objective is to find best classification model that can fit air quality data set. We also took relationship between error rates and model complexity. We also investigate relationship between several predictor and response variable.

**Data description**

The data set we have is obtained from R directory of datasets. We obtained the Airquality data for a period of 5 month. In total we have 153 instances in the dataset. In this the class is months number.

**Attributes of data**

1. Ozone level
2. Solar radiation
3. Windspeed
4. Temperature
5. Month
6. Day

**Libraries**

Libraries needed for classification model

library(ggthemes)  
library(ggplot2)  
library(caret)

## Loading required package: lattice

library(ggiraphExtra)

##   
## Attaching package: 'ggiraphExtra'

## The following object is masked from 'package:ggthemes':  
##   
## theme\_clean

library(ggplot2)  
library(broom)  
library(readr)  
library(MASS)  
library(e1071)  
library(nnet)  
library(corrplot)

## corrplot 0.84 loaded

library(tidyverse)

## -- Attaching packages ---------------------------------------------------- tidyverse 1.3.0 --

## v tibble 3.0.2 v dplyr 1.0.0  
## v tidyr 1.1.0 v stringr 1.4.0  
## v purrr 0.3.4 v forcats 0.5.0

## -- Conflicts ------------------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()  
## x purrr::lift() masks caret::lift()  
## x dplyr::select() masks MASS::select()

library(car)

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

## The following object is masked from 'package:purrr':  
##   
## some

**Dataset**

We load our dataset in the console

str(airquality)

## 'data.frame': 153 obs. of 6 variables:  
## $ Ozone : int 41 36 12 18 NA 28 23 19 8 NA ...  
## $ Solar.R: int 190 118 149 313 NA NA 299 99 19 194 ...  
## $ Wind : num 7.4 8 12.6 11.5 14.3 14.9 8.6 13.8 20.1 8.6 ...  
## $ Temp : int 67 72 74 62 56 66 65 59 61 69 ...  
## $ Month : int 5 5 5 5 5 5 5 5 5 5 ...  
## $ Day : int 1 2 3 4 5 6 7 8 9 10 ...

From the dataset we loaded we can see that there are NA values in our data set Next we remove na values so that our model works good.

na<- na.omit(airquality)  
str(na)

## 'data.frame': 111 obs. of 6 variables:  
## $ Ozone : int 41 36 12 18 23 19 8 16 11 14 ...  
## $ Solar.R: int 190 118 149 313 299 99 19 256 290 274 ...  
## $ Wind : num 7.4 8 12.6 11.5 8.6 13.8 20.1 9.7 9.2 10.9 ...  
## $ Temp : int 67 72 74 62 65 59 61 69 66 68 ...  
## $ Month : int 5 5 5 5 5 5 5 5 5 5 ...  
## $ Day : int 1 2 3 4 7 8 9 12 13 14 ...  
## - attr(\*, "na.action")= 'omit' Named int [1:42] 5 6 10 11 25 26 27 32 33 34 ...  
## ..- attr(\*, "names")= chr [1:42] "5" "6" "10" "11" ...

Now we summarise the clean dataset

summary(na)

## Ozone Solar.R Wind Temp   
## Min. : 1.0 Min. : 7.0 Min. : 2.30 Min. :57.00   
## 1st Qu.: 18.0 1st Qu.:113.5 1st Qu.: 7.40 1st Qu.:71.00   
## Median : 31.0 Median :207.0 Median : 9.70 Median :79.00   
## Mean : 42.1 Mean :184.8 Mean : 9.94 Mean :77.79   
## 3rd Qu.: 62.0 3rd Qu.:255.5 3rd Qu.:11.50 3rd Qu.:84.50   
## Max. :168.0 Max. :334.0 Max. :20.70 Max. :97.00   
## Month Day   
## Min. :5.000 Min. : 1.00   
## 1st Qu.:6.000 1st Qu.: 9.00   
## Median :7.000 Median :16.00   
## Mean :7.216 Mean :15.95   
## 3rd Qu.:9.000 3rd Qu.:22.50   
## Max. :9.000 Max. :31.00

First we find correlation between all the variables

cor(na)

## Ozone Solar.R Wind Temp Month  
## Ozone 1.000000000 0.34834169 -0.61249658 0.6985414 0.142885168  
## Solar.R 0.348341693 1.00000000 -0.12718345 0.2940876 -0.074066683  
## Wind -0.612496576 -0.12718345 1.00000000 -0.4971897 -0.194495804  
## Temp 0.698541410 0.29408764 -0.49718972 1.0000000 0.403971709  
## Month 0.142885168 -0.07406668 -0.19449580 0.4039717 1.000000000  
## Day -0.005189769 -0.05775380 0.04987102 -0.0965458 -0.009001079  
## Day  
## Ozone -0.005189769  
## Solar.R -0.057753801  
## Wind 0.049871017  
## Temp -0.096545800  
## Month -0.009001079  
## Day 1.000000000

We make our correlation plot for our data set

correlations <- cor(na[,1:4])  
corrplot(correlations, method = "square")
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**Modelling**

We will be using forward selection method for our modeling. In this method we will start with 1 predictor and increase to 3 predictor for each model

Our First model will be linear regression model

**Linear regression Model**

1. Model1 of linear regression

modellr1<- lm(Ozone~Solar.R, data = na)  
modellr1

##   
## Call:  
## lm(formula = Ozone ~ Solar.R, data = na)  
##   
## Coefficients:  
## (Intercept) Solar.R   
## 18.5987 0.1272

AIC(modellr1)

## [1] 1083.714

BIC(modellr1)

## [1] 1091.843

summary(modellr1)

##   
## Call:  
## lm(formula = Ozone ~ Solar.R, data = na)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -48.292 -21.361 -8.864 16.373 119.136   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 18.59873 6.74790 2.756 0.006856 \*\*   
## Solar.R 0.12717 0.03278 3.880 0.000179 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 31.33 on 109 degrees of freedom  
## Multiple R-squared: 0.1213, Adjusted R-squared: 0.1133   
## F-statistic: 15.05 on 1 and 109 DF, p-value: 0.0001793

From the above analysis of Ozone according to Solar radiation the value of residual standard error and multiple R-squared values are 31.33 and 12.13% respectively.

1. **Model 2 of linear regression**

modellr2<- lm(Ozone~Solar.R+ Wind, data = na)  
modellr2

##   
## Call:  
## lm(formula = Ozone ~ Solar.R + Wind, data = na)  
##   
## Coefficients:  
## (Intercept) Solar.R Wind   
## 77.2460 0.1004 -5.4018

AIC(modellr2)

## [1] 1033.816

BIC(modellr2)

## [1] 1044.654

summary(modellr2)

##   
## Call:  
## lm(formula = Ozone ~ Solar.R + Wind, data = na)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -45.651 -18.164 -5.959 18.514 85.237   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 77.24604 9.06751 8.519 1.05e-13 \*\*\*  
## Solar.R 0.10035 0.02628 3.819 0.000224 \*\*\*  
## Wind -5.40180 0.67324 -8.024 1.34e-12 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 24.92 on 108 degrees of freedom  
## Multiple R-squared: 0.4495, Adjusted R-squared: 0.4393   
## F-statistic: 44.09 on 2 and 108 DF, p-value: 1.003e-14

Our Residual standar error is 24.92 and multiple R-squared value is 44.95%.

1. **Model3 of linear regression**

modellr3<- lm(Ozone~Solar.R + Wind + Temp, data = na)  
modellr3

##   
## Call:  
## lm(formula = Ozone ~ Solar.R + Wind + Temp, data = na)  
##   
## Coefficients:  
## (Intercept) Solar.R Wind Temp   
## -64.34208 0.05982 -3.33359 1.65209

AIC(modellr3)

## [1] 998.7171

BIC(modellr3)

## [1] 1012.265

summary(modellr3)

##   
## Call:  
## lm(formula = Ozone ~ Solar.R + Wind + Temp, data = na)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -40.485 -14.219 -3.551 10.097 95.619   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -64.34208 23.05472 -2.791 0.00623 \*\*   
## Solar.R 0.05982 0.02319 2.580 0.01124 \*   
## Wind -3.33359 0.65441 -5.094 1.52e-06 \*\*\*  
## Temp 1.65209 0.25353 6.516 2.42e-09 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 21.18 on 107 degrees of freedom  
## Multiple R-squared: 0.6059, Adjusted R-squared: 0.5948   
## F-statistic: 54.83 on 3 and 107 DF, p-value: < 2.2e-16

Our residual standard error and Multple R-Squared value is 21.18 and 60.59% respectively.

**Summary Linear regression**

With our analysis of linear regression models we see that as we increase number of predictors our value of residual standard error decreases and multiple R-Squared value increases. This shows that increase in predictor variables in reduces our error rate and increases accuracy.

**Logistic regression**

We will be using Logistic regression for our analysis further.

1. **Model 1 of logistic regression**

#We use logistic regression with one predictor  
#1.first predictors is Solar radiation   
log\_fit1=glm(Ozone~Solar.R, data=na)  
print(log\_fit1)

##   
## Call: glm(formula = Ozone ~ Solar.R, data = na)  
##   
## Coefficients:  
## (Intercept) Solar.R   
## 18.5987 0.1272   
##   
## Degrees of Freedom: 110 Total (i.e. Null); 109 Residual  
## Null Deviance: 121800   
## Residual Deviance: 107000 AIC: 1084

glance(log\_fit1)

## Warning: `...` is not empty.  
##   
## We detected these problematic arguments:  
## \* `needs\_dots`  
##   
## These dots only exist to allow future extensions and should be empty.  
## Did you misspecify an argument?

## # A tibble: 1 x 8  
## null.deviance df.null logLik AIC BIC deviance df.residual nobs  
## <dbl> <int> <dbl> <dbl> <dbl> <dbl> <int> <int>  
## 1 121802. 110 -539. 1084. 1092. 107022. 109 111

Our AIC value for model 1 of logistic regression is 1083.7

1. **Model2 of logistic regression**

#We use logistic regression with one predictor  
#1.first predictors is Solar radiation   
log\_fit2=glm(Ozone~Solar.R + Wind, data=na)  
print(log\_fit2)

##   
## Call: glm(formula = Ozone ~ Solar.R + Wind, data = na)  
##   
## Coefficients:  
## (Intercept) Solar.R Wind   
## 77.2460 0.1004 -5.4018   
##   
## Degrees of Freedom: 110 Total (i.e. Null); 108 Residual  
## Null Deviance: 121800   
## Residual Deviance: 67050 AIC: 1034

glance(log\_fit2)

## Warning: `...` is not empty.  
##   
## We detected these problematic arguments:  
## \* `needs\_dots`  
##   
## These dots only exist to allow future extensions and should be empty.  
## Did you misspecify an argument?

## # A tibble: 1 x 8  
## null.deviance df.null logLik AIC BIC deviance df.residual nobs  
## <dbl> <int> <dbl> <dbl> <dbl> <dbl> <int> <int>  
## 1 121802. 110 -513. 1034. 1045. 67053. 108 111

In our model 2 AIC value is 1033.81. And our BIC value is 1044.65.

1. **Model3 of logistic regression**

#We use logistic regression with one predictor  
#1.first predictors is Solar radiation   
log\_fit3=glm(Ozone~Solar.R+ Wind + Temp, data=na)  
print(log\_fit3)

##   
## Call: glm(formula = Ozone ~ Solar.R + Wind + Temp, data = na)  
##   
## Coefficients:  
## (Intercept) Solar.R Wind Temp   
## -64.34208 0.05982 -3.33359 1.65209   
##   
## Degrees of Freedom: 110 Total (i.e. Null); 107 Residual  
## Null Deviance: 121800   
## Residual Deviance: 48000 AIC: 998.7

glance(log\_fit3)

## Warning: `...` is not empty.  
##   
## We detected these problematic arguments:  
## \* `needs\_dots`  
##   
## These dots only exist to allow future extensions and should be empty.  
## Did you misspecify an argument?

## # A tibble: 1 x 8  
## null.deviance df.null logLik AIC BIC deviance df.residual nobs  
## <dbl> <int> <dbl> <dbl> <dbl> <dbl> <int> <int>  
## 1 121802. 110 -494. 999. 1012. 48003. 107 111

Lower AIc value tells that the model is closer to the truth. And lower BIC mean the model is considered to be true model.

Lets plot this in a graph.

dat1 <- data.frame(No\_of\_Predictors =c(1,2,3), AIC = c(1083.7, 1033.8, 998.7171))  
  
dat1

## No\_of\_Predictors AIC  
## 1 1 1083.7000  
## 2 2 1033.8000  
## 3 3 998.7171

ggplot(dat1, aes(x=No\_of\_Predictors, y=AIC)) +  
 geom\_point() +  
 geom\_line() +  
 labs(x="Model Complexity (No. of Predictors)", y="AIC", title="AIC changes with increase of variable/ change in ")

![](data:image/png;base64,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)

**Summary of Logistic Regeression**

1. We can see that as the number of variables increases the model truthfulness increases.
2. It implies that the performance of model improves as we increase the number of predictors.

**KFold cross validation linear mean regression**

In K-fold Cross validation the idea is to radomly divide the data into K equal sized parts.We leave out one part and fit the model to other remaining parts combined. At last we obtain prediction for teh left out part.

First we make our linear mean regression model.

1. **Kfold LM**

#kfold With linear mean regression method  
  
set.seed(1)  
train.control <- trainControl(method = "cv", number = 10)  
# Train the model1  
modelkfold1 <- train(Ozone ~ Solar.R , data = na , method = "lm",  
 trControl = train.control)  
# Summarize the results of model 1  
print(modelkfold1)

## Linear Regression   
##   
## 111 samples  
## 1 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 100, 101, 100, 98, 100, 101, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 30.63197 0.1748174 24.57872  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

Our RMSE value is 30.63.

**Kfold lm model 2**

#kfold With linear mean regression method  
  
set.seed(1)  
train.control <- trainControl(method = "cv", number = 10)  
# Train the model1  
modelkfold2 <- train(Ozone ~ Solar.R + Wind , data = na , method = "lm",  
 trControl = train.control)  
# Summarize the results of model 2  
print(modelkfold2)

## Linear Regression   
##   
## 111 samples  
## 2 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 100, 101, 100, 98, 100, 101, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 24.70793 0.4835431 20.59158  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

Out RMSE value is 24.70

**Kfold LM Model 3**

#kfold With linear mean regression method  
  
set.seed(1)  
train.control <- trainControl(method = "cv", number = 10)  
# Train the model3  
modelkfold3 <- train(Ozone ~ Solar.R+ Wind + Temp , data = na , method = "lm",  
 trControl = train.control)  
# Summarize the results of model 3  
print(modelkfold3)

## Linear Regression   
##   
## 111 samples  
## 3 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 100, 101, 100, 98, 100, 101, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 20.75562 0.6568537 16.04515  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

Value of RMSE has reduced to 20.75. We plot all the RMSE values.

dat2 <- data.frame(No\_of\_Predictors =c(1,2,3), RMSE= c(30.63, 24.75, 20.75))  
  
dat2

## No\_of\_Predictors RMSE  
## 1 1 30.63  
## 2 2 24.75  
## 3 3 20.75

ggplot(dat2, aes(x=No\_of\_Predictors, y=RMSE)) +  
 geom\_point() +  
 geom\_line() +  
 labs(x="Model Complexity (No. of Predictors)", y="RMSE", title="RMSE changes with increase of variable/ change in Models ")
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**Summary of Kfold LM**

With lower RMSE of a model the model has better predictions. The last model with 3 predictors has lowest root mean square error. That means model with 3 prediction is better than model with lower predictors.

**KNN Model**

K nearest neighbour is an instance based learnign, where the function is only approximated locally and all the other computation is deferred untill function evaluation. Since this algorithm relies on distance for teh classifiation, the training dataset is normalized to increase accuracy.

1. **Model1 With 1 predictor**

#knn model 1  
trControl <- trainControl(method = "cv",  
 number = 3)  
Modelknn1 <- train(Ozone ~ Solar.R,  
 method = "knn",  
 tuneGrid = expand.grid(k = 10),  
 trControl = trControl,  
 data = na)  
Modelknn1

## k-Nearest Neighbors   
##   
## 111 samples  
## 1 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (3 fold)   
## Summary of sample sizes: 74, 74, 74   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 31.86325 0.1611655 25.75232  
##   
## Tuning parameter 'k' was held constant at a value of 10

Root mean square error value for model 1 of KNN is 30.289.

1. **Model 2**

#knn model 1  
trControl <- trainControl(method = "cv",  
 number = 3)  
Modelknn2 <- train(Ozone ~ Solar.R + Wind,  
 method = "knn",  
 tuneGrid = expand.grid(k = 10),  
 trControl = trControl,  
 data = na)  
Modelknn2

## k-Nearest Neighbors   
##   
## 111 samples  
## 2 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (3 fold)   
## Summary of sample sizes: 74, 74, 74   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 30.54655 0.1708377 23.12547  
##   
## Tuning parameter 'k' was held constant at a value of 10

The RMSE value of model 2 of knn is 28.57. It seems like with increase in predictors the value of RMSE is drecreasing.

1. **Model 3**

#knn model 1  
trControl <- trainControl(method = "cv",  
 number = 3)  
Modelknn3 <- train(Ozone ~ Solar.R + Wind + Temp,  
 method = "knn",  
 tuneGrid = expand.grid(k = 10),  
 trControl = trControl,  
 data = na)  
Modelknn3

## k-Nearest Neighbors   
##   
## 111 samples  
## 3 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (3 fold)   
## Summary of sample sizes: 73, 74, 75   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 25.728 0.413587 19.90318  
##   
## Tuning parameter 'k' was held constant at a value of 10

Our model 3 RMSE value is 25.010.

dat3 <- data.frame(No\_of\_Predictors =c(1,2,3), RMSE= c(30.28, 28.57, 25.010))  
  
dat3

## No\_of\_Predictors RMSE  
## 1 1 30.28  
## 2 2 28.57  
## 3 3 25.01

ggplot(dat3, aes(x=No\_of\_Predictors, y=RMSE)) +  
 geom\_point() +  
 geom\_line() +  
 labs(x="Model Complexity (No. of Predictors)", y="RMSE", title="RMSE changes with increase of variable/ change in KNN Models ")
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**LOOCV Models**

In LOOCV model we leave one data point and build model on the rest of dataset. Then we test the model against the data point that was left out in step one and record the test error associated with it.

**Model1 LOOCV**

#LOOCV for one predictor   
train.control.loocv <- trainControl(method = "LOOCV")  
# Train the model  
modelloocv1 <- train(Ozone ~Solar.R, data = na, method = "lm",  
 trControl = train.control.loocv)  
# Summarize the results  
print(modelloocv1)

## Linear Regression   
##   
## 111 samples  
## 1 predictor  
##   
## No pre-processing  
## Resampling: Leave-One-Out Cross-Validation   
## Summary of sample sizes: 110, 110, 110, 110, 110, 110, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 31.51877 0.09617832 24.59652  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

In LOOCV model 1 our RMSE value is 31.51877 with one predictor.

1. **Model 2 KNN**

#LOOCV for one predictor   
train.control.loocv <- trainControl(method = "LOOCV")  
# Train the model  
modelloocv2 <- train(Ozone ~Solar.R +Wind, data = na, method = "lm",  
 trControl = train.control.loocv)  
# Summarize the results  
print(modelloocv2)

## Linear Regression   
##   
## 111 samples  
## 2 predictor  
##   
## No pre-processing  
## Resampling: Leave-One-Out Cross-Validation   
## Summary of sample sizes: 110, 110, 110, 110, 110, 110, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 25.3448 0.415619 20.64459  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

In our second model RMSE is 25.34.

1. **Model 3 LOOCV**

#LOOCV for one predictor   
train.control.loocv <- trainControl(method = "LOOCV")  
# Train the model  
modelloocv3 <- train(Ozone ~Solar.R + Wind + Temp, data = na, method = "lm",  
 trControl = train.control.loocv)  
# Summarize the results  
print(modelloocv3)

## Linear Regression   
##   
## 111 samples  
## 3 predictor  
##   
## No pre-processing  
## Resampling: Leave-One-Out Cross-Validation   
## Summary of sample sizes: 110, 110, 110, 110, 110, 110, ...   
## Resampling results:  
##   
## RMSE Rsquared MAE   
## 21.65222 0.5734888 16.06211  
##   
## Tuning parameter 'intercept' was held constant at a value of TRUE

With our 3rd model our RMSE drastically reduces to 21.6.

**Summary**

With all 3 models from LOOCV model 3 has lowest RMSE value. It shows that with increase in predictors the error rate reduces.

**Conclusion**

We conclude this experiment by analysis of RMSE from all the CV models we built.

Dat5 <- data.frame(models = c("Kfold", "KNN", "LOOCV"), RMSE= c(20.75, 25.010, 21.655))  
Dat5

## models RMSE  
## 1 Kfold 20.750  
## 2 KNN 25.010  
## 3 LOOCV 21.655

dat4 <- data.frame(Models =c(1,2,3), RMSE= c(20.75, 25.010, 21.655))  
  
dat4

## Models RMSE  
## 1 1 20.750  
## 2 2 25.010  
## 3 3 21.655

ggplot(dat4, aes(x=Models, y=RMSE)) +  
 geom\_point() +  
 geom\_line() +  
 labs(x="Models", y="RMSE", title="RMSE changes in different CV models")
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From all the CV models we built we see that K-fold analysis has lowest Error rate among all the CV models. Hence K-Fold is best Model for our dataset.