**朴素贝叶斯分类器实验指导书**

1. **实验目的**
   1. 掌握贝叶斯判别定理；
   2. 熟悉如何通过Python编程实现贝叶斯分类器设计。
2. **实验环境**

系统：windows

软件：Python

示例代码版本：seaborn==0.11.1

Python 3.8.3

numpy==1.19.5

1. **背景知识**

1. 贝叶斯定理

![http://latex.codecogs.com/gif.latex?P(A|B)](data:image/gif;base64,R0lGODlhPAATAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAAA8ABMAAAT+EMhJ61zK6rs7yF5ILGFVlNZCaMIQCDBRGBSDiPd0Vu0bFyDJI0gpHCiIQGLiCCWJO9Nqkgg8KE1LgLgIMIREjcJb1Fgrr1o4uZwYArlCe5MZTCVRd4A0eSgpBnkAAg0VBFkAhR0GSwV5ggAMiB8DORSKTEcTknyJHlcABANlFQ4HD0MFd2hoBQyvNhQJoxugkZgAkAE0mwOdE74TSbwasxsJBDACBQGkws0UXV8VwRKEHgu4FLYAbDo8gtIWuAOaHdpCFW/Egg4CPH8VmF3cGnIVCGH03xdwFGOW3OwQ4CBAgXoVFARJcCCAg04PGg6YFoVggGQCCBwYoYEBwhAnCyCVEIliEgprxE6SdBLmZCiXeGBKUCEzWksPKzso+FVTprmeACIAADs=)表示事件B已经发生的前提下，事件A发生的概率，即事件B发生下事件A的条件概率，其基本求解公式为：

![http://latex.codecogs.com/gif.latex?P(A|B)=\frac%7bP(AB)%7d%7bP(B)%7d](data:image/gif;base64,R0lGODlhjwArAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAACPACsAAAT+EMhJq7046827X4onAuFonmiKEouaLYQrzzQgDIGgE4VBMYgNIVi55XaFkuShrDmfm8KBgggkJo5NtTkpxCaJwIOShZrPlEBzEWAsuRZF+yKu5H5wtN5VvU4MAUQFfhghA18UgC0TD1aJBXuRMwINFQRlAJUZBlcFkBUMmCQDRBSakqgnDlMToYuZGmMABAMWqw9MXhgBqb0jAQUMwkAUCbUYsgAMpxMBPq0DrxPRvtUaVc8XxhgJBDoCBbxU4hNsbhXU1upFzBYL7YzjhDaf5XMV8OvWA6wZ+ckSAGUD4EBAEUf4UoAYIc1DnhpsAF4YVAEBl4j2SpEIZMFAPRP+LEZ8/IDoiQAHwCRWUKAkwYEADl49eDnAzckA3gQQOBDSAgOVRr7xGEhMwxAKI23gEJqEAhN9C5I+EYW0H4A+WLSoQTqxZBiAVKsJGPjE4q41955qkHNOgtQ6aQy2epiqpBMYGLD+4QiAYgZDJZMqcoowoNReC6EoaDiBkiVM+f50+pg0FAUFpCxE1hdp1Y+YEzYDkEWLa4Vbuew242wN2LCiErYha8UsqbMf6SjkprDzgO/fv+WyPoEtg2wL3b6FMz2hSgVzFnbLCEC9uvXr2LNr386dnOMXkQHq7VtkJPSEw1Px2/CvgsAup4VLEFA4NIbewIHLT98Bowa/zV3+BBd5GV3G1yP8RXJTASpd1tJLoC1B0zn13JTTTj2B0iBniTn0RFQnHMZBWMNl2J9qLoxlgojX0HVGUEgQpdF8SyGhhFo1oPjfCXhVI4U8WXVVzIAkqtBhBywWwpgkW9lzDo52SHSHBAy4GIlVCVowHgCACDLPXtI0QohHWZY5XzuX2HeBZRNgNqNoZqrjWSsRwnIBagroYgE5cabn2jAaHWcHUdJJ1+c6xXFzTEV8AnDeNEseKpZo71wAznP3qCkpZ+tpkE9BB30J56aR+JcBgBKwoZEcM5JJqjoLbigBSxRYuANPjP30qqQgolDkrgmqaIJZwEqq4wvHFsvfkRwELLZBBAA7)

贝叶斯定理打通了从P(A|B)获得P(B|A)的道路，即：

![http://latex.codecogs.com/gif.latex?P(B|A)=\frac%7bP(A|B)P(B)%7d%7bP(A)%7d](data:image/gif;base64,R0lGODlhvwArAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAAC/ACsAAAT+EMhJq7046827X4onLeIUlhZYnmjrvrBHkGLRLkQ8l3js/0CJYBAQGAkFA4WB2BCaE1tlWDwWWIAHdkI1CpDKCdPStbK0wbS6dqAgAomJY/PGSiuF3CQReFDmFwVtE29xEoAWeRR8fodrj5AWAVgLAQwSaBoKlhR3FH0VRUtbEpMUlZdZpKWNE6ISDKuRszGFFAYBUAWGGCEDehKeErg0mHC3wgC2E7i6vLcBxVnHw8m01y4CDRUEiNsZBnEFnskMiAAKA1AU3xTa3N4Y5hTp6xLt2PktDoOwDsX4LDQiMKCTBX4PtCi6EOBgPwDmAGJAqBDYJ30YUQQowKDjmD3+BTG0YoAvWYAwsAZIk6AyFEeP9hKElIQSYksKNzPqzPCmZgWZGBIQ8FKgYZQKbyqgspBT2ckMQC0kPcUJ58qdWIUEVLoVkxtqAIQJELa0QsB3GRZ0Hau06oSuWXcOeHiha6thT4NVcCBgCti3FeZu6MrX7zMAcDuoQHFV06xKdwMdRrAF8tEJlextsleNauREhzPTy1XBgDUZjTecxtDjkQAHGz/TY5HgQIB/Ex7YHpDqzusAQ78c2GGBQavfBWSbwPI7OIHhV41fKPMlyRLOAKgjsePEXiasC1ZnEK/hnIjwL8x3ergMgPpgFhldxlBnb9zsPjmQpy+Lg4D8HFD+loEpmFX1XSiRvRKWJm7B0l8+FnWwXwoRolDhBq1d0B4AzQRzGF7SPADWar5EaNp9i3kwYQUKpPbBgxa0mAFaE3QD2AXzmKCOQReEE1Yyid2XAV1CusDPErjdM9EBCSmwEI8CSUCQJEVWidFGHn0kQVQ0LdGUNSNt1VSNB5Rp5pl9WalmBz1BNdNXbaWi10/BjWWUVWkEoOeefPbp55+ABirooIQWWigXQao1HVkNJnPXhoitKekjgmlAWJpc/CVMZLj4BNdzZ4aK6aSkjgCKBru0pRlpUCpT2amdlSprNrAlpwlzsDkHXSJb2pZkFrvJKd2sN8BIj6ToubDiH8TKukCcYhfe95+yKAjYLBdEeAHGdd1RcGCV0arGQ7iyCvIVL+99tUW6caVYwwouykqgqal8G2ODEBnbLJHXlrBhh2F9eOwvpS3b78El0ChlPOCIAyTCEKdxpBi/BjnQm6VErLEPWMK0CMbeiiFmvBuXrGFeF3BJJ1F3TjCmyTBjoHAKcD36V6Qx55xBpRnYVRrKSuostGeqTfbqXScOPTRyykmgAG2+FqNbALyJ0bTSWJ9isBxZd73BtP7q67XS5FI49tkXuLuBjNdEAAA7)

2. 朴素贝叶斯分类器

朴素贝叶斯分类是一种简单的分类算法，其基本思想是：对于给出的待分类项，求解在此项出现的条件下各个类别出现的概率，哪个最大，就认为此待分类项属于哪个类别。

朴素贝叶斯分类器的基本流程如下：

（1）设![http://latex.codecogs.com/gif.latex?x=\%7ba_1,a_2,...,a_m\%7d](data:image/gif;base64,R0lGODlhkQATAOMAAP///wAAAKqqqpiYmHZ2drq6ulRUVNzc3BAQEMzMzDIyMu7u7mZmZoiIiERERCIiIiH5BAEAAAAALAAAAACRABMAAAT+EMhJq714FiKy/2AojmBCFGSaMYbqvnBMMLEbJHWu79ISLDyQ7xAsGkPDIyapbDqZzgk0St1NBYMT1kC0BrqURmMgULzEZHO1gi6ToAXiAdFB4HaHX8UxkBhaKnx+gGsSggB/KTcTHQAFCB4sf5OUBBmJFANqiH0SBw4hmhMGnQUNM1Gifp0jDYQTBK86BQo0FQisCF1ZDyG4E7oAC50Mlk2/EsEpBAqNEgqsQQy2nl8SCZATB70feV3YEgXcqkfe19kkBKAUTCgWkpSVGT5A1wETDaDu2yX3EvmOAHSJ1SSBPwAACyw4VWAAlwEDqE1Y5AjSAH8JwOiYggDIAgW/ljrxo3DAQD1gHkECiPYATMmTnkzGrPdy5q2UITssAggAXQ9rABIwEJBAAAd3PKZsECCgZAOa3CYYjOaIQ1MDT0chDRqAKrY7X8+B7Vph6dWsCdYZ6LAg6k+NUaZ4GFnBGYgGOODaVbE3gxgJD4BErCD3CVAQdCn0xcB0wYEGdWMsvuAAR1s/DdkdrkLxQwEGARpoVBgiT4DTxsLBTEE6xLoNEgY02EqvEACCMCaT0B2CtwsWtq+dCE48xFIKEQAAOw==)为一个待分类项，而每个*a*为*x*的一个特征属性值；

（2）有类别集合![http://latex.codecogs.com/gif.latex?C=\%7by_1,y_2,...,y_n\%7d](data:image/gif;base64,R0lGODlhkAATAOMAAP///wAAAO7u7nZ2dlRUVGZmZoiIiNzc3CIiIszMzLq6ukRERBAQEKqqqjIyMpiYmCH5BAEAAAAALAAAAACQABMAAAT+EMhJq734qtGy/2AojlcyKGQaFoTqvnA6FJgwEIVhAMceV4HEb0j8CQICywAhnCxRxeOhSK2KpJXFwpIIVLHWsJgClhQYScuWWh672YGpRBHoXOzROCXRWAMaLSN8foBvFYMThR9lCwyGEwdIEwIPAAxNBAMjlJaYmo8AnJcSmSFBEwGBIywEra6unxetFCiREwxQB34YtV4SuAAKBjNuvbdQHwaqAT4WckQKDjRKgV0SD0shNxLWnAAFsWLbANYiAw4dDM20TVQF0xQIdgYOkAgh8hL0wfcAD/Vu8gHYp81PgV0SBKyrwOrVq3AVjqRBlWZBrAP9PkgCYFGCnHHdYzZ2VHjiQYFnqNoBQLAuwcI8KAFIioQMI4UDBCZS5BEAmQQEcnDq5JHTY1GiaYRamNnzj0whAyqR0UNB2QAdKr9QnYANmy+PGckFkEqh64CvpJB1IcttFDm3CeCOtWD2a4I1BLK2AZVwawUDu2xWwGMBcFUhKAmrUFzVj45fFvbybQPMkk/BFBRXrvyngYAemWNohsJ5gRAFBA74lMz3VMJpxCYoKMDsmQKdAmDDixSgd6zbMIBP0k1hjQACbENt5EsBpL+uIRg/gA6CMQnp1EWwYF7iBPfvHjYQjgAAOw==)；

（3）计算![http://latex.codecogs.com/gif.latex?P(y_1|x),P(y_2|x),...,P(y_n|x)](data:image/gif;base64,R0lGODlh2QATAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAADZABMAAAT+EMhJ61zKart2zV4oYuLWlWCprirJVqeYvhMRv0VL0KrNA7nSYvcr9m604IhYEQwCgiihYKAwEEWl6DETOaFSqhX704a4Rto3KphWJ9e02YO2FA4URCAxcRjnHn4sd3l7fX8sgmmDeBN6fBKKWYkaATMLAQwSdWUsDF0hlhSYmgCcPIAbn4ssoheZm6BJnl2PFAYBZAWQnSsGqRa2E7i6vKgsv6wqwhLEEruLwBbJFAINFQSK17cPSg+NGlpcAghcB8bbJdbY2hUG3RPfHuIK5OboyurpEtkT+wDvvIHbQM+egnMU/jkYyMBBjH0kGrw5IGCeIz4JGjwAIJFCgBX+C6049DcqQ0cAFC1KQIBRI8c3Ej7mCxESzkgJEE1OrBhCCUsAGTeejFkhQAEGSONMSDAgD1CZHMkkMONt5b8JA5BsMJpUqQSmThNAbYAFAYM2FKoCQHBVQtaZHrgmJfO1qaOn/ugSjGd1w9uVAWBaANukES4J9exOmCNgIIW/IfQIrkC4muGPLgjwBGKhsV+tcNcG9lB5gmeAUFVa/my67YWrAzYCaLhU8TMLDmRxVLHOwwLYsmkjsKtA0ZzcG1zD7W0CuATaIo7r3jfAsYWrAU4U2Fya8yhDaysof2xdvIXsz3hCOu39FSS9u0NbqC4Cu/aKC84iUEDAmBlM75n+JwEmss1jDADoiUVXd0GwBYACMhlgDDVAHaAVgdEdmGAuFQzAS4PXQNjMhEokYCFlJ1Z4gokrpvhdgQRp2IGCpiBYhQAzgPhghCRKIIADRsFogQJd1FNPagw2Q8AD7wjwAHwMFIhLFz8GGQKRH+AoQGoo6RWEAUs2+WQFUQ7jyjAnGZBmmmf6CGQBQn5QpJZQUXOAYF+G+YCTUMY5QioMaJEkSBb42QKgWjBQxYeUVGDoCo/+qYoSSOFUgTQVSMKCADCRhZNeg5awX6FGcJrXp/E8sEACpbQnwqiOphGpF52S4ekzVSBwDl2YOqJbCUQM4SMTaxGQCaNCELsSaCxJBEsEWl8FIC0Ui+kQDLPLYNvDgM8SG8QCB+RobREuEImjCr0+qNWsQoBg7q9pqaDAurIuUq6Rg8irrXwSlMcvXP7+KzAPAXsQAQA7)；

（4）如果![http://latex.codecogs.com/gif.latex?P(y_k|x)=max\%7bP(y_1|x),P(y_2|x),...,P(y_n|x)\%7d](data:image/gif;base64,R0lGODlhYgETAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAABiARMAAAT+EMhJ61zKar12zV4ojiSJCE9ZYSrVjWBLsjLwinGtl7R+hzmJQYDYSQi/VmFGMDqfAMLBiNQtR4smtFKtXUXZrfiYVDI1Am1FMAgI3oSCgcIo7r6iR3DMtwTmFmxucHJ0dl4leiqCb2mFE3V3iXt9E4yEgBKRRnghiisBZQAFUxMIAQkTDk6dIauVsBeoG6QUp6kSr1YquiS1prO5nLyxGr8St6pPrR69EgvBFQE50AwSn5IlDJTFUNC4ftQB1gDYiNrcGtMu49fpI8wb290U67Lk5rvooODA/QYB7BTod46EgXj0jHzTkGwCQIEEzZQ4WKKhkIASBg6biJCPRQD+DzNGlNGxAkV2EQU04KJrJQUDD748KEWLgh4ieg70c7lFAQMGGBQcQLBg24FMmrY90HUTQU5wCwPxPNLSZMwJMz3gafqUwtQQKllO+ApTJk0LWxXgFLozIYCwFAhUfXn12lljNtU6ZeuVnwUHZxk4uDGVRQNABwSE+IIgVYIGKQ7XE7Ogsb0HA0AowFMAxIFSjQE8jpwpQSgNgOkMHusig2QAibWacgwZwGsJAUqkhrRaQmHXiBXXREab9OSEuzX1tt3adnARjIs7P14PKe4CP38eEj3AlujcvosswI4WK7KvEwaIkvK5vXvh3jFPUNBdggCaCnQdAJECAAL0sN3+NUEA2GW3XQL1IfPdWHYk0IlM522gHgkEZreJBAh6ZxqD/jGQBgUQ+gcgABPSU6GBFGRoyoLhQWeeiBImwcBdp1iXYoKWlALQBEOVt4aAEpS4BQHwxZZRDA0gSdB9FSDggBpN/uGBihQwCRJ4auE4SiBAkihKlDZOQGWOF9kAApETtGKlBULGUuOUWr6lI3iLcRljIA7099aIz6A3QH+CpYdXBQ5ww6cODRyS6DPBmIaLAegVqgEBUFpy6AJ+AqrLmFsSaigJcG2AKZua+ldffmn+9Sk9oXKQqXLwqLoBegJ0MkCXrEnzQgHCLbDKA0SkipKCfU3q3rFGVrAhhnT+olrEjposcUhU20FTxq0ioHfaKPBx2gm1FRyaHq6++bGrcLis+W0w2zFHD7YhaHuuDR4ioAAB/ayLS7vaIgWNnrQQdJppdjxAgAJFZXLFfwAoAJ4B/5TUAqoSbDYBAdaQ00AHviqmAMMOC9FPVLIAbIzAHRAsppYLrxQySBGLeUAZ/0KH8nftDgBOyw0/HDOGM1uQQNCiET30C0eDYjJaN6ucgpQC5MDzyxC/pK8lDhC4NAUKBKGWWnQSUFsFVxhAwAMwodAuA1vvELUlMQyBMDIoPDA0UGajDewD7ZL8VtYFtF2x11ELQCd3ZAtxdtp8V8C2Q/ZgrTUQhINdQY/+wubN+Np6ArQHpICALsRrnlcJuOANV264Q1ccBaLieqvtuMl+8xAPA1+oJwA5wpLgjFtP1G67PHh4S0wFqIcwHvF0zLHz8TY9kbyot3/xU7mv62aB8KBmsqhtdizQHbBVZ1TRO8DLwH33HIJ/Y+Im7DG9BwJ4b8f35TywQAK8S4yM/NJzm/1alJE5IEAnh/Cff/awvhFoIQxvUYPZbHCw7IGhUul7gpR28EAtfMgUBBjH87CAQaI4oYP2UYNpAsBC+PgPgrb4UkVk6MBneBBKV1jAfiyoPAzaYFs1oEHX3uYLEswtg2JYUxA187UiwqAM81MeE4nooidaIIoewCIjB6aIPh564IhcIFcxxIhEWAyhXfQgYxlHoMY1pnEHJwBYBAAAOw==)，则![http://latex.codecogs.com/gif.latex?x%20\in%20y_k](data:image/gif;base64,R0lGODlhMQAOAOMAAP///wAAAKqqqpiYmHZ2drq6ulRUVNzc3BAQEMzMzDIyMu7u7mZmZkRERIiIiCIiIiH5BAEAAAAALAAAAAAxAA4AAASyEMhJKz2k6eas/2AIDE0inp4wEIVqHF7BoFIiNJNgfAV8IAIAwmRR0ACLgZBoIHyCgAIihDkWAIfABHFdcDyEHajw2Jg7n3BNKzFci0rQYXYEPKAOo+ThWQRgUR96RwELEg1OSEYCLFIjbAmAFgliNIVYAW8CDAMLDgkJDAI2BAJvTw0CkiErK2wADEB1FkkMG2ghDjh7CwS4s3VcEsJIfIyRwEcLdAR0AKFInMl1A60iEQA7)。

其中的关键就是如何计算上述第3步中的各个后验概率。我们可以这么做：

（1）找到一个已知类别的样本集合，这个集合叫做训练样本集；

（2）统计得到在各类别下各个特征属性值的条件概率估计，即：，其中;

（3）根据贝叶斯定理有如下推导：

![http://latex.codecogs.com/gif.latex?P(y_i|x)=\frac%7bP(x|y_i)P(y_i)%7d%7bP(x)%7d](data:image/gif;base64,R0lGODlhtgArAOMAAP///wAAAHZ2diIiImZmZkRERMzMzFRUVLq6utzc3JiYmO7u7oiIiBAQEDIyMqqqqiH5BAEAAAAALAAAAAC2ACsAAAT+EMhJq7046827Xkq3eFNIXuBpnmzrvh4xcgW7EDAgn3fu/znBICAoEgoGCgPhqbEeK4qQaEQqmc8ocMvNFA4URCAxcZCcLPPlGx6XX+qufC4JRBcBhgR6djG0dXd5e4Aef3SIW2JkEwYBWAWMHWgnBpQSixSOkJIslomgQQ0VBHGjFVACCFAHjGgGD2gPYBinUrYSpRO4ALCytBe8ocMdDsAADA4zALwIZAkND8xJAE4pDdQHAhkBFsZKyrsU19nbGN3E6R0BBQzuSxQJA6iYwk5MCejMWA/mEwPL6rR7h0WCvDAA8u3i508CQHUQMYihduHgBQHHJFDCKMHRhID+DgNOzGBRCi2PEkACeBix5QQBwsbFBOAAEKUB0pDFCVYB5gdhOCUk0zDTJbEBGS3ExMOoIKUAMwqYY5CUF9INwqBqnFr1RQoeHQptwZPTiyQEoxSgMyDp6Yh8TEKw7EiJ7IZIFbTCBSA34CcXO05cwtBjjgAH7MpeULDCAIEHsAQ8KFiNggIBl/Ul2Ims7OHEGhhXuJx5wuYKDBRLmFJEwBGKyCg38cDH6ILBXi4wQIO5AmcPtzHsfqnlt8ZjmSQYp0FieToBsDWgaYCF+r+vABCI5QB9oQTrIVdoPydID4DaLHAL304Mx6SU7l1LYcCo8Av3heW/pA9foptGj2j+1EkfHvxlG3sToMFYbxkooBIPJizInoMY+ESBLt9V4MsEs6xBQSqrKNAKBUUZhUFSJrbwzQTJLIMLORJo4yEmz0QzDQX6pKhjKOy8A49p80yAjz7g9ZMgh/VgMNeFBzTp5JMN7ShlBiNhUNJLJ+kT0GAcXbCkDwGEKeaYZJZp5plopqnmmmye+VKJCwCV01AzUlBTLVPmKcdVRFmgVTVcUXAJU5hUMBMBTyYqo56MfhSAahbgheNbAfZ1ZHZprdWJgY12esJnBUBqmRakCaDZTk44Blk/k6EmqqfAIchXnsHpxlsU6l3gHKwcBPaBe1J29111BQG0Qq4VjMdrT0O7tPbaFbTJqg5+8QELgAD8aSSCtcsmiNx/NJ2wa0RfSXhXWA8ua8c4g5wnLYvvdopitx0k11GA1Qy4Aaf09uuDhRNgyIwFILLSSYn+JlzMMS2KE0aN0mCDo8IUu9AjQfEEiSSmSqZb8cfJBhBdxhXO+yXIKN/yEwZ38pTyyxXwmcFS/8mGMMwJ2yXdWZl2tCmyOPsL6qsSiNbRY5G1qgTRQTedEtC+OS11BsJyoOzUWF+4bdZcfyQrhYlEAAA7)

因为分母对于所有类别为常数，因为我们只要将分子最大化即可。又假设各特征属性是条件独立的，则有：![http://latex.codecogs.com/gif.latex?P(x|y_i)P(y_i)=P(a_1|y_i)P(a_2|y_i)...P(a_m|y_i)P(y_i)=P(y_i)\prod%5em_%7bj=1%7dP(a_j|y_i)](data:image/gif;base64,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)

1. **实验内容**

以西瓜数据集3.0为训练集，试编程实现拉普拉斯修正的朴素贝叶斯分类器，并对样本

['青绿', '蜷缩', '浊响', '清晰', '凹陷', '硬滑', '0.697','0.460']

['青绿', '硬挺', '清脆', '清晰', '平坦', '软粘', '0.243','0.267']

['乌黑', '稍缩', '沉闷', '稍糊', '稍凹', '硬滑', '0.666','0.091']

['乌黑', '蜷缩', '沉闷', '清晰', '凹陷', '硬滑', '0.774','0.376']

['青绿', '蜷缩', '浊响', '清晰', '凹陷', '硬滑', '0.697','0.460']

['浅白','蜷缩','浊响','模糊','平坦','软粘',’0.343’,’0.099’]

进行判别；

1. **实验步骤**

基于西瓜数据集3.0

1. 拉普拉斯修正朴素贝叶斯分类器的实现（如.ipynb提供样例）,并探究拉普拉斯修正系数对结果的影响。
2. Sklearn贝叶斯分类器的实现（需同学们自行完成，可参考课件中的截图），相关实现可参考理论课ppt相关截图，或<https://www.kaggle.com/code/prashant111/naive-bayes-classifier-in-python>
3. 对比两者结果，对输出不同的样例进行思考 对比结果为什么不同

对比方向：（多项式和高斯方法） （纯离散模型，离散加连续混合模型）

六、实验报告

实验报告要求：

1. 使用深圳大学实验报告模板

2. 要有运行结果截图

3. 建议附上代码，并以注释方式记录写代码的思考过程

4. 截止日期2024年11月12日11:59pm, [发送电子版至TA邮箱iamironmancc@qq.com，格式：2024](mailto:发送电子版至TA邮箱jecdlinjw@126.com，格式：2022)机器学习第二次实验报告-姓名。