# Inverse Reinforcement Learning

## Notes

**Pay attention to this chapter. The opponent is expert in this field. Formulate carefully!**

## Body

In this section, we would like to introduce Inverse Reinforcement Learning (IRL) as an extension of Reinforcement Learning (RL) technique. In our opinion, IRL can make a useful addition to already existing approaches (more on this in section {link}) how to employ huge data sets with examples of professional play in games like StarCraft and bootstrap some of the expert level domain knowledge to AI agents. Due to the complexity of our domain and computational feasibility, we currently restrict ourselves to the simplest cases of IRL. We consider only IRL in Finite State Space for our experiments. Nevertheless, humans when playing a game like StarCraft seem to think in “states” as well. Evidence of that in StarCraft domain is the existence of many guides (most well known is [3]) how to play in given state of affairs.

### Reinforcement Learning and Markov Decision Process

Reinforcement Learning is very popular machine learning technique to solve situations where the agent does not know the payoff it will receive for its actions, so at first it has to explore the environment by taking random steps to learn what is an actual payoff for any action in given situation. To some extent, this can be seen as a very simple form of trial and error learning similar to learning experienced by humans during their lives.

In RL agent’s goal is to choose right action in any states he is currently in to maximize his feature discounted reward. That is, to find optimal **policy**. To give a formal definition of problem we need to formalize (finite) Markov decision process (MDP) first. An MDP notation in [2] is given as a tuple , where

* S is a finite set of **states** with cardinality N
* represents set of k **actions**
* are the state **transitions probabilities** upon taking action a in state s
* is the **discount factor**
* is the **reinforcment (reward) function** is bounded in absolute value by

Further on we will write notation R(s, a) as R(s) for simplicity in equations. A policy is defined as any mapping , and the **value function** for a policy is given as the expectation over the distribution of the sequence of states we visit by executing policy :
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**Q-function** is given as:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAUoAIACQAAAAAxSAEACQAAA88DAAACAPYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAoAUCwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AFAAAVQIAAAUAAAAJAgAAAAIFAAAAFAI9AswOHAAAAPsCX/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////2LAqaAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAKC4p1TQAKABCAQUAAAAUAgMCng0cAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///ycvCuQAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAKB5vAEFAAAAFAKgARACHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////2LAqbAAAKAAAAAAAEAAAALQEAAAQAAADwAQEAFQAAADIKAAAAAAkAAAAoLCkoKVsoKV0ALAFcAQYDMgG9Bk4ChgF+AAADBQAAABQCPQIoDhwAAAD7Al//AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////Jy8K5QAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAc2E+AEIBBQAAABQCAwJvDBwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////9iwKnAAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAc1BTAbwBBQAAABQCoAEuABwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////Jy8K5gAACgAAAAAABAAAAC0BAQAEAAAA8AEAABMAAAAyCgAAAAAIAAAAUXNhUnNFVnNyAiwB3AKGAVQDcQR4AgADBQAAAAkCAAAAAgUAAAAUAvQAFBEcAAAA+wIi/wAAAAAAAJABAQAAAQACABBTeW1ib2wAAFAlfnbEnIRF/v////YsCp0AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHB5vAEFAAAACQIAAAACBQAAABQC9ABJAQkAAAAyCgAAAAABAAAAcHm8AQUAAAAUAqABmAocAAAA+wKA/gAAAAAAAJABAQAAAQACABBTeW1ib2wAAFAlfnbEnIRF/v///ycvCucAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGdQAAMFAAAAFAL2Ac0MHAAAAPsCIv8AAAAAAACQAQAAAAEAAgAQU3ltYm9sAABQJX52xJyERf7////2LAqeAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAACiULwBBQAAABQCigEHExwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAAUCV+dsSchEX+////Jy8K6AAACgAAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAolAAAwUAAAAUAqABcAUKAAAAMgoAAAAAAgAAAD0rIAQAAwUAAAAUAgMCCw0cAAAA+wIi/wAAAAAAAJABAAAAAQACABBNVCBFeHRyYQAlfnbEnIRF/v////YsCp8AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAADorvAH2AAAAJgYPAOIBQXBwc01GQ0MBALsBAAC7AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQAQAAAAAAAAAA8BAgCDUQADABwAAAsBAQEAAgSEwANwAAAKAgCCKAACAINzAAIAgiwAAgCDYQACAIIpAAIEhj0APQIAg1IAAgCCKAACAINzAAIAgikAAgSGKwArAgSEswNnAgCDRQAPAAMAGwAACwEADwECAYNzAAYABQACBIs8IjoCAIKgAAIAg1AADwADABsAAAwBAA8BAgCDcwACAINhAAIAgigAAgCCLgACAIIpAAAPAAEBAAALAQEACg8BAgCCWwACAINWAA8AAwAcAAALAQEBAAIEhMADcAAACg8BAgCCKAACAYNzAAYABQACAIIpAAIAgl0AAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDb7ASKAAAACgBDI2bb7ASKAAEAAACY4hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

where notation means the expectation with respect to state s’ distributed according to . Assuming that MDP can model all agent's decision one can find optimal policy such that is maximized. Algorithms finding optimal policies are based on two basic properties of MDPs. All for an MDP satisfy (Bellman Equations):
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moreover, the policy is optimal policy for an MDP if and only if, for all holds (Bellman Optimality):
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Illustration of RL process to obtain optimal policy is on figure {link}. Inputting environment model (MDP) and specifying reward function R(s) one can get optimal policy trough Reinforcement Learning.

{RL framework figure}

### Inverse Reinforcement Learning

Inverse Reinforcement Learning (IRL) is a form of Apprenticeship Learning in MDP where in contrast to RL reward function is not known. Instead, few trajectories demonstrating expert performing the task to learn are available. The goal of IRL is then to use those trajectories and learn reward function that can explain expert’s behavior. Recovering reward function first and using it to generate desirable behavior (trough RL) is what makes IRL standout from other supervised learning techniques as most of them is learning policy as a mapping from states to actions right away. According to [2]: “reward function provides a much more parsimonious description of behavior.” As is mention in [2]: “the entire field of RL is founded on the presupposition that reward function, rather than the policy, is the most succinct, robust, and transferable definition of the task.” IRL is especially useful when we are attempting to learn intelligent agent that can behave successfully in our domain where is hard to define reward function; it is extremely labor or designer has only limited knowledge of it. RTS games are excellent examples of that as results of actions are not immediately observable. In figure {link} one can see IRL framework in contrast to RL framework illustrated on figure {link} we are using optimal policy to learn reward function.

{IRL framework figure}

### Solving Inverse Reinforcement Learning problem in Finite State Space

As was shown in [2] a solution to IRL problem in Finite State Space (for finite MDP) can be found trough **linear programming** (LP). LP can be formulated based on the characterization of the **Solution Set** consisting of all reward functions for which given policy is optimal. Following theorem from [2] characterizes the Solution Set:

Let a finite state space S, a set of actions , transition probability matricies , and a discount factor be given. Then the policy π given by is optimal if and only if, for all , the reward R satisfies
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Proof of {link} is based on substitution equation {link 1.4} to {link 1.5} from theorem written above and can be found in [2]. Before giving LP formulation, two problems with this characterization of the Solution Set need to be taken into account. First, any constant vector is always a solution of R, and second, many solutions satisfying equation {link 1.6} exist so choosing one R may impose challenge. One of the ways described in [2] to overcome the problem of choosing R is to demand that selected R makes given policy optimal and favors solutions that make any deviation from costly as possible. From all R functions satisfying {link 1.6} and , we pick one maximizing:
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Then we can formulate the optimization problem as LP which we want to maximize:
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