附件1：

**南方科技大学**

**大学生创新创业训练计划项目**

**申请书**

项目名称： 固定单目视角下（眼科）手术场景医学图像重建研究

项目负责人： 董炳闻

所在院系： 计算机科学与工程系

专业班级： 计算机科学与技术专业22级

联系电话： 13387586473

E - mail： 12211111@mail.sustech.edu.cn

指导教师: 胡衍，刘江 职称 副研究员，教授

申请日期： 2024 年 4 月 9 日

南方科技大学教学工作部 制

填 表 说 明

一、请严格按照表中要求填写各项。要求实事求是，表达明确、严谨。

二、项目只能由全日制本科生提出申请，原则上以二、三年级学生为主。申请者要品学兼优、学有余力，有较强的独立思考能力和创新意识，对科学研究、科技活动或社会实践有浓厚的兴趣。

三、“项目类别”指A--创新训练项目；B--创业训练项目；C--创业实践项目。

四、申请书中第一次出现外文名词时，要写清全称和缩写，再出现同一词时可以使用缩写。

五、申请书用A4 纸双面打印，于左侧装订成册。由指导教师和所在院系审查并签署意见后报送教学工作部，同时提交电子文档。

六、如表格不够，可以加附页。

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 项  目  简  况 | 项目名称 | 固定单目视角下（眼科）手术场景医学图像重建研究 | | | | | | | | | | |
| 项目类别 | （ A ） A--创新训练项目；B--创业训练项目；C--创业实践项目 | | | | | | | | | | |
| 申请资助  经费 | 16000元 | | | | | | 项目起止时间 | | 2024年4月至2025年6月 | | |
| 项  目  负  责  人 | 姓 名 | 董炳闻 | | | 性别 | | 男 | 出生年月 | | 2003年10月28日 | | |
| 专业年级 | 大二 | | | | | | 学院（系、部） | | 计算机系 | | |
| 学分绩点及专业排名 | 绩点3.91，排名12/123 | | | | | | 电 话 | | 13387586473 | | |
| 项  目  组  主  要  成  员 | 姓 名 | 性别 | 出生  年月 | 专业年级 | | 所在学院（系、部） | | | 项目分工 | | | 签 字 |
| 丁昊天 | 男 | 2004年7月10 | 大二 | | 计算机系 | | | 显微镜深度估计 | | |  |
| 刘淦 | 男 | 2004年7月29 | 大二 | | 计算机系 | | | 构建三维重建渲染模型 | | |  |
| 指  导  教  师 | 姓 名 | 性 别 | | 出生年月 | | 职 称 | | | 最高学历 | | 最后学位 | 研究方向 |
| 胡衍 | 女 | | 1986.10 | | 副研究员 | | | 博士 | | 博士 | 手术辅助，术  中导航 |
| 刘江 | 男 | | 1968.03 | | 教授 | | | 博士 | | 博士 | 眼科人工智能 |
| 电 话 | 18819070914 | | | | E-mail | | | huy3@sustech.edu.cn | | | |
| **一、立项依据（包括项目的意义，国内外研究现状与存在的问题，自身具备的知识条件,自己的特长、兴趣，相关经历，开展研究的前期准备工作等）**  **（一）项目简介**  基于视觉的三维重建技术主要通过使用相关仪器来获取现实中的物体或场景的数据图像，并对仪器获取的图像数据进行分析与加工，构建出符合计算机逻辑表达的数学模型，从而建立真实物体的三维模型的技术。该技术在实际生活中各个领域，如人工智能，自动驾驶，安防监控，运动目标检测等领域都得到了广泛的应用，同时，因为其具有显示清晰，细节丰富，实时性好等优点，也广泛应用于临床医学，尤其是手术室场景中的影像构建，帮助医生们能够摆脱传统二维影像的束缚，更好地进行病灶结构的提取，判断病灶的位置，从而提高手术的精确度，避免因为迷失方向和手眼失调引起术中失误。  然而，术中图像的三维重建与自然图像的三维重建有较大差异。首先，显微手术场景相机固定不动，视角往往受限且晃动频率大，难以从中提取出有效数据。其次，受限于相机的大小，得出的图像特征点三维坐标xyz差异也小，匹配上的点较少，现有算法难以提取出有效的信息。除此之外，手术场景中，组织会因为患者呼吸、器械操作等产生移动，而器械则可能因为医生的操作出现快速移动的情况，组织与器械的动态信息不一致的问题进一步为三维重建的精确程度带来了挑战。再考虑到手术场景下对重建速度的高要求，显微手术场景下的三维重建一直是眼科医疗图像处理的一个难点。    图1 双目视角下的眼科手术场景 | | | | | | | | | | | | |
| 本项目针对视角固定，图像特征点难以提取，组织与器械的动态信息不一致，重建速度慢这四个问题，提出基于事件深度估计的显微手术场景三维快速重建方法。为了更快速的在视角受限且目标运动幅度较大的场景下完成三维重建，本项目引入了基于事件相机的深度估计算法，通过利用事件相机的高时间分辨率和低延迟特性，实现更快速、更准确的深度估计。本项目首先研究此方法在自然场景下的表现情况，进行初步的模型设计与预实验，来验证模型与方法的准确性和重建效率。而后在一些公开的显微手术场景下的数据集上进行实验，逐步对模型结构进行调整和优化。最后将在医院收集的实际数据上进行效果评估。  **（二）项目意义**  **1. 社会意义**  眼睛是人体重要的感觉器官，人脑所获得的外界信息中，70%以上来自于视觉。据统计，2019年全球共有7.1亿人患有各种形式的眼病，我国眼病患者约1.9亿（27%），居世界之首。眼病不仅给患者带来不同程度的视觉损伤或丧失，导致生活和工作不便，还会加重家庭和社会的负担，是重大的公共卫生问题[1]。    图2 1990—2019年中国人群眼病的患病数、患病率和年龄标化患病率  国家眼部疾病临床医学研究中心主任许迅教授也在接受采访时表示，“我国有超过4000万的眼底病患者，且医疗资源分布仍不均匀。作为目前国内最主要的致盲性眼病，眼底病的临床现状可以说任务沉重，且对社会生活、经济影响深远。这也是国家为何在今年的‘十四五’眼健康规划中要将眼底病作为新增病种的主要原因。”此外，《“十四五”全国眼健康规划（2021-2025年）》中还指出，随着经济社会发展及人口老龄化进程加剧，人民群众对眼健康有了更高需求[2]。虽然“十三五”时期，我国眼科医务人员队伍不断完善，眼科医师数量增加至4.7万名，但我国眼科优质医疗资源总量相对不足、分布不均衡的问题依然存在，基层眼健康服务能力仍需加强，眼健康工作任务依然艰巨。 | | | | | | | | | | | | |
| 为了响应国家号召，考虑到每位眼科医生的临床诊断经验存在差异，诊断的效率与准确率也存在着差异，尤其是一些基层眼科医疗存在力量严重不足，无法提供有效的诊断与筛查，而三甲医院和专科医院眼科服务则“供不应求”，患者无法得到及时的诊疗，容易造成不可挽回的患者眼睛视力损伤和失明。而医学图像三维重建技术可以在手术过程中引导医生对眼球体结构有更精细的了解，从而帮助医生们摆脱传统二维影像的束缚，及时发现并处理可能出现的异常情况。这有助于医生在手术过程中做出及时的调整和优化，确保手术的安全和顺利进行，因此三维重建具有重要的应用价值。  本项目提出以固定单目视角的显微镜下的手术视频为输入，为医生提供高分辨、精细的重建结果。基于事件相机的深度学习技术的引入，一方面可以提高结构的定位精准度，为医生提供更加可靠准确的参照结果，另一方增强了算法的重建速度，使得该算法能够快速得出手术场景的三维重建结果，提高医生执行手术的效率，同时也能够降低手术风险，在最大程度上保障病人的健康。  **2. 科学意义**  相比于自然场景的三维重建，显微手术场景中医学影像重建的目标通常比较小，光照严重不均衡，且在显微手术场景中，固定的视角和较大的晃动频率都极大影响图像中有效信息的获取。算法在临床上投入使用还需要算法能够实现较高的重建精度和重建速度，因此显微手术场景三维重建的难度更大。现有应用于医学中的三维重建算法大多都针对于脑科和骨科，或者其他内窥镜下的病灶周围模型的建立，更侧重于术前规划、病灶定位、手术导航等方面，无法提供高清晰且精确的三维重建影像结果，并且对于计算资源的需求较高。  而显微手术场景主要用于辅助医生进行精细的手术操作，如修复受损组织、切除病变部位等，对重建出的模型精确度和重建速度的要求极高。在自然场景条件下，通过引入基于时间相机的深度估计算法使得模型能够利用事件相机高时间分辨率和低延迟的特性，在大大提高计算速度的同时能够提供更加精确的模型。但是由于在手术场景中相机视野受限，常常存在体液、血液等液体残留造成遮挡或反光，进一步增加了深度估计的难度和复杂度。目前提出的深度估计算法在面对手术场景时三维重建的效果并不理想，现有方法不适用于该应用场景。 | | | | | | | | | | | | |
| 因此，本研究考虑提取场景中的动态细节信息，提出了一种适用于眼科手术显微镜场景的深度估计方法，同时为了提高重建图像的速度与清晰度，提出了一种新的三维染模型，结合输入的前后帧信息，能够快速、清晰的构建三维模型。  **（三）国内外研究现状与存在的问题**  **1. 国内外研究现状**  **（1）三维重建简介**  三维重建指利用二维投影或影像恢复物体三维形状的过程，目前基于深度学习的三维重建算法包含与传统三维重建算法相结合的DeepVo, BA-Net, CNN-SLAM13[3,4,5]，以及直接利用深度学习进行三维重建的算法。  在传统的三维重建方法中，一定要满足所重建的场景静止、两张图片之间存在重合部分且相机内参已知。已知坐标位置深度λ、相机的旋转矩阵R（3×3）、平移向量T（3×1）和未处理的点的三维信息（3×1）时， 公式 计算出消除内参的坐标。以作为输入，三维重建的最终目的是求出，并最小化投影误差  其中，是两张图片中经过特征点匹配后提取出的特征点，总共能够提取出n个共同特征点。在求解三维重建的过程中，首先利用修正后的二维坐标建立对应关系，即先算出关键点，然后再根据所求的关键点进行匹配（可采用K-最近邻、人工神经网络、布隆过滤器等算法）得到对应关系。接着从提取出的对应关系出发，利用极线约束将姿态和3D点云的求解进行解耦，先求姿态（）再求三维点()。  图片1  图3 RGB图像和深度值对应关系 | | | | | | | | | | | | |
| 取有对应关系的一对特征点，其对应的3D点为X。记坐标位置深度，相机的旋转矩阵R（3×3）,平移向量T（3×1）， 根据RGB图像和深度值对应关系，可以得到公式 。经过变换得到本质约束，即 。其中被称为本质矩阵。至此，公式中只剩下姿态（）和位置（）两个未知量。经过对公式的重组，可以变成 形式的公式，其中E由本质矩阵扁平化处理后得到的9维向量。用SVD可以求出E，即姿态。得到姿态之后，根据线性方程组 ，可以求解出，即能够求出3D点云。  深度学习为基础的三维建模通常以端到端的方式从图像输入进行三维重建。根据处理的数据形式，深度学习算法可以分成基于深度图、基于体素、基于点云和基于网格的算法。  **（**2）经典的三维重建方法概述  视角合成是从给定的一组输入图像及其相应的相机姿态中，渲染出场景的新视角。在从新视角生成逼真的图像输出时，需要正确处理复杂的几何结构和材质反射特性。为解决这一问题，已经提出了许多不同的场景表示和渲染方法；然而，传统方法尚无法在大范围的相机视角下实现逼真的质量。目前主流的重建方法是Neural Radiance Fields(简称NeRF)[6]和3D Gaussain Splatting[7]（简称3DGS）。  NeRF是一种新的场景表示方法，可以直接优化以重现大量高分辨率的输入视角，并且仍然极具内存效率。  Pasted image 20240324130207  图4 NeRF神经网络架构示意图  NeRF通过神经网络学习三维场景的辐射信息，并利用这些信息来进行高质量图像渲染。它已经在计算机视觉领域取得了许多重要成果。上图是NeRF的大致结构，其通过沿着摄像机射线采样5D坐标（位置和视角方向）来合成图像，将这些位置输入到多层感知器（MLP）中以产生颜色和体积密度，然后使用体积渲染技术将这些值合成为图像。 | | | | | | | | | | | | |
| 另一种经典的三维重建方法3DGS是基于点云的数据可视化技术，在三维重建领域中同样具有重要地位。与NeRF网络不同，3DGS基于Structure from motion(简称SfM)[8]点云重建三维模型，显示地表达三维信息。3DGS在渲染的。    图5 3DGS神经网络架构示意图   1. **动态场景的三维重建**   相比于静态图片，动态场景指场景中的物体在时间上存在运动或变化的场景。在动态场景中，物体的位置、形状、颜色等属性会随时间而变化，对象的移动也可能导致频繁的遮挡。这些因素使基于动态场景的三维重建的难度远大于基于静态场景的三维重建。早期的基于单摄像机的视觉SLAM (simultaneous localization and mapping)和基于结构光的方法用于在更少的硬件约束下进行动态场景的捕获和重建。近年来，深度学习在动态三维重建中的应用取得了显著的进展。神经网络能够直接从图像中学习场景的三维结构和动态变化，有优越的性能。  EndoNeRF[9]是医学领域中使用双目相机图像三维重建的方法。通过包括mask引导的射线投射、立体深度提示的射线投射和立体深度监督优化等方法，在腹腔手术中在较为有限的数据集上很好地完成了去除手术工具遮挡和场景形变两大任务。    图6 手术场景下EndoNeRF的三维重建示意图 | | | | | | | | | | | | |
| 1. **深度估计**   深度估计可以分为两类。一类是双目的立体深度估计，这种方法通过视差计后预估图像每个像素点的深度值。另一类是单目深度估计，该方法依赖于一定的几何约束，通过对单张图像进行像素级深度估计。传统上，主要是通过从传感器、立体匹配或SfM 获取深度数据。这些方法在自然场景中表现良好，甚至有些方法能够预测出非常细腻的深度值，比如Depth everything[10]。  55_depth  图7 自然场景实验结果  深度估计在医学场景中应用同样重要。在医学图像的三维重建时，更加准确细腻的场景的深度信息能更好的将整个场景还原。   1. **目前方法存在的问题**   **（1）眼科手术场景数据集**  受限于眼球位置的敏感性，眼球结构的脆弱性，病灶形状的可变性，数据集获取难度较大，公开数据集大部分为如心脏，大脑，胸部，肿瘤等大型器官或病灶的数据集，且大多为手术场景下的内窥镜视角。受限于手术场景的数据质量和完整性，数据标注需要大量专业知识，以及隐私和安全问题，本研究所需要的显微眼科手术场景下可供使用的包含准确真实标签的数据集极少，现有的少数数据集也都有各自的问题，如相机内参数据的缺失等。由于公共数据集的缺乏，对于手术室场景下的三维重建研究发展还未能完全适用于临床环境，因此，研究一种弱依赖医生主观意识的、高精度的、合理自动化水平的医学影像分割与三维重建方法仍有必要且富有挑战。   1. **医学（眼科）显微镜下的相机视角**   在当前流行的NeRF和3DGS的应⽤中，相机是围绕着场景移动的，可以从多个视角获得充分的信息。然而，在⼿术场景中，由于手术工具和组织的位置受到操作空间的限制，摄像机的移动范围通常是受限的[9]。因此，内窥镜或显微镜视频往往只能提供有限数量和角度的视角。这导致了所观察到的场景信息受限。由于视角受限，三维重建在手术场景中变得更加困难。 | | | | | | | | | | | | |
| **（3）医学（眼科）显微镜下的深度估计**  在医学场景中，当图像聚焦于特定手术部位时，场景中的位置深度差异不大，需要比自然场景更细微的预测，增加深度估计的难度。此外，手术现场常常存在体液、药液等液体残留在机体表面，液体的折射和波动会导致图像扭曲和模糊，进一步增加了深度估计的复杂度[11]。  同时，在显微镜观察中，由于观察位置固定、视线遮挡、色彩平淡以及光线昏暗等因素，画面的深度信息的呈现较为粗糙。因此，将适用于自然环境的深度估计模型应用于医学图像时会面临诸多问题。  f0513a8ab12ad20899e194652f80e9f微信图片_2024041018383928bb999e7eabc5e33a784ddac3352fc  图8 NeRF训练出来的分辨率较低  **（4）医学（眼科）场景的渲染**  NeRF训练出来的场景的分辨率较低。在NeRF进行渲染时，需要对场景中的像素进行采样，以确定其颜色和亮度等属性。对于高分辨率的图像或复杂的场景，需要处理大量的数据。这意味着需要大量的计算资源来处理这些数据，从而导致渲染过程变得耗时。虽然现有工作如InstantNGP[12]很好的解决了渲染的耗时问题，但渲染出来的三维场景仍然十分低质量，这不符合我们对于手术场景中对精细组织结构进行渲染的目标。   1. **前期准备工作**   我们阅读了大量的论文，尝试了很多经典的和前沿的研究成果。我们将不同阶段的不同任务分为数据集、mask方法、深度估计模型和渲染模型四个部分。   1. **数据集**   我们在网上查找了大量公开的医学场景数据集资料，从中挑选出了对本研究有所帮助的部分，与实验室所拥有的数据集资料相结合，搭建了本研究所需要的数据集。目前手术场景数据集清单如下表： | | | | | | | | | | | | |
| |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | 数据集名称 | 数据集类型 | 格式 | 时长 | 帧率 | 来源 | | Eyetube | 双目眼科手术场景数据 | 视频 | 约10小时 | 29.97帧/秒 | eyetube.net | | Sim\_data | 单目眼科虚拟数据集（有深度gt） | 视频 | 约10分钟 | 29.97帧/秒 | iMED课题组 | | Exp\_data | 双目实验室数据 | 视频 | 约4分钟 | 29.97帧/秒 | iMED课题组 |  1. **器械分割**   因为我们的输入图像中存在手术工具的像素点，这些像素点是无效的，如果这时我们仍在整张图像上均匀随机采样，会出现采样到无效像素点的情况。mask（掩码、掩膜）是深度学习中的常见操作。简单而言，其相当于在原始张量上盖上一层掩膜，从而屏蔽或选择一些特定元素。需要生成mask掩膜来表示手术工具在视频中的位置。我们采用了常用的图像分割方法：阈值分割和边缘检测，对手术场景下的图片尝试进行了mask掩膜的生成。如图所示，我们已经用生成了以下mask掩膜，白色区域为手术工具。    图9 mask掩膜实验效果展示   1. **深度估计**   我们尝试用传统机器学习和深度学习不同的深度预测方法对手术场景的图片进行了深度预测。传统机器学习方法中最有代表性的是SfM方法，在多视角的场景中能够非常好的预测出像素深度。但是该方法在单目、近距离双目场景下无法提取出相机运动和特征点的空间位置。进而，我们想到可以尝试在视频序列中聚类前后帧并使用SfM进行深度预测。因为有多张图片的输入，SfM能够解析出一些特征，但是提取时间非常耗时，而且效果非常差。眼科疾病拍摄时由于视角限制、眼底区域缺乏明显的特征和纹理，使特征点提取不准确，进而导致特征点匹配错误，使物体 | | | | | | | | | | | | | |
| 无法被准确地匹配和重建。SfM形成的不完整重建在视觉上不能构建出场景的轮廓，生成的模型没有规律，表现很差。在单目或双目的约束下，深度学习的深度估计模型表现相对较好。基于神经网络的研究Depth everything的实验结果能够大致反映出眼底手术场景的轮廓，对手术器械的深度估计也达到了较好的水平。但是该模型也不能很好的反映出眼球底部细腻的的深度纹理。如图10所示，眼底的深度信息呈现深紫色，这说明眼底深度信息仍然模糊，眼底的位置、形态仍然估计的不好。因此，三维重建需要更好的深度信息图。    图10 深度估计效果图   1. **渲染模型**   我们测试了目前主流的几个三维重建模型，对于一眼球模型进行三维重建。  我们尝试了Nerf，3DGS和4DGS(4D Gaussian Splatting)三种渲染方法[6][7][14]，前面两种模型需要多角度的图片输入4DGS则需要输入图片。在多视角的输入下，3DGS比Nerf效果更好。而4DGS的效果优于3DGS。  我们初步用NeRF对眼球模型进行重建。我们首先环绕眼球模型进行环绕拍摄，进而将拍摄获得的照片用Colmap[8,14]生成相机位参信息，并进行稀疏三维重建。我们将生成的相机位参和稀疏重建信息输入神经网络。下图是NeRF渲染两分钟后的结果，已取得不错的效果，有明显的三维感。    图11 NeRF对眼球模型的三维重建实验结果 | | | | | | | | | | | | | |
| 3DGS效果图如下，相比NeRF，3DGS对场景的形状、纹理细节有更好的捕捉。同时，3DGS的渲染速度比NeRF提升了很多。不足的是，3DGS生成的三维模型仍然存在模糊的杂质。  1234  图12 3DGS对眼球模型的三维建模  1234  图13 4DGS对眼球模型的三维建模  如图13所示，4DGS建模的效果图如左三所示，右一是经过算法稀疏重建后的点云图。可见，相比于3DGS，4DGS得到的结果点云更加密集，渲染质量更高。但是，4DGS在医学场景中任然存在一些问题。首先，4DGS是通过多视角的连续图像输入得到的结果，然而在医学场景中，只有单目输入。其次，4DGS的渲染速度不快，对于可能有半个小时甚至几个小时的长时间手术视频，如果使用4DGS进行渲染，则渲染模型的时间成本会非常高。同时，在手术场景中，光线的问题也会影响渲染结果。因此，本项目将尝试通过单目视频建立点云，研究在医学场景中对渲染过程质量和速度的优化方法。   1. **自身具备的知识条件**   我们三人均就读于南方科技大学计算机科学与工程系，有良好的计算机基础，熟悉Java，C++，Python等多种语言以三维建模的诸多基础算法。  我们都对 AI医疗这个富有未知与挑战的领域充满兴趣，目前在刘江教授课题组进行科研活动。在加入课题组的一年里，我们眼科疾病的病理知识有了一定的了解、阅读了大量三维重建算法的文献、做了充足的自然场景下三维重建数据处理工作，熟悉手术场景中的各类眼科图像，在网上和实验室能够提供的数据集中，认真挑选 | | | | | | | | | | | | | |
| 了与真实手术场景较为接近，但由于场景光线较暗，深度差异不大，场景中有液体等因素导致现有模型表现不好的数据集进行三维重建和模型训练工作。  我们在日常的学习与思考中也产生了一个较为清晰的思路。在我们研究的过程中，课题组可以提供优秀的数据资源和计算资源进行辅助。 | | | | | | | | | | | | | |
| 1. **项目研究内容** 2. **具体研究内容和技术考核指标**     图14 项目思路示意图  本项目研究如何通过输入单目视频进行医学场景的三维重建。图14中，T表示采集的视频帧数，通过深度信息构造的点云模型与前后一共T帧的点云模型结合作为3D渲染模型的输入（动态信息包含在前后时间不同帧的关系中），得到最终结果。具体的研究内容包括：   1. **眼科手术视频数据集的构建**   此项目将在现有的眼科医学的医学场景数据集和眼科虚拟手术集的基础上，整理成三维重建所需要的数据集，并在此数据集上进行深度标定。此外，项目还将人工标定使用于拍摄过程中的显微镜的内参。在数据集上将评估预处理算法的噪声抑制效果和图像校正效果作为数据集准确性指标。   1. **基于事件信息的单目手术视频的深度估计**   项目中将研究针对医学手术场景更有效的深度估计模型，对输入的单目手术视频的每帧图像进行更精确的深度预测。在手术场景中，显微镜场景固定，基于事件相机（event-based）的方法适用于这种状态下的深度估计。事件相机是异步传感器，它基于场景动态采样光，而不基于时间[15]。具体来说，在事件相机的处理中，当该像素处的亮度变化超过设定阈值时，就会生成、输出事件数据。设定亮度为，定义亮度为实际亮度的对数值，，那么，在时刻像素处的亮度增益为  其中表示微小时间间隔，当亮度变化超过阈值时，会触发事件，表示为 | | | | | | | | | | | | | |
| 其中表示为事件极性。基于RGB影像中前后帧的亮度差异进行阈值处理即可将RGB视频转化为基于事件的视频数据。本项目计划提出基于事件相机的深度估计的模型。其输入是模拟事件相机的数据，输出是每帧的深度估计图像。这种方法能够克服低亮度、运动模糊等问题，适用于手术场景。  最后，将深度图像帧、RGB图像帧和相机的内外参信息综合，共同推断出场景的三维点云模型。深度估计的考核指标为：在有标签数据中深度估计的考核指标有绝对误差(AbsReI)、均方根误差(MSE)、深度准确率(Acc)和与真实标签的一致性等指标考核深度估计的效果，对于无标签的数据，通过观察深度图像轮廓、平滑度来判断深度估计结果。  相机内外参的计算指标有重影误差指标、畸变矫正效果、相机姿态稳定性等。对于生成的点云，我们用点云密度、均匀性、准确性、平滑度、完整性以及可视化效果判断生成点云质量。   1. **快速三维重建算法研究和优化**   项目旨在开发一种新颖的三维重建算法，受到4DGS的启发，我们能够利用时序点云数据进行四维（3D+时间）重建，以获得更好的效果。通过将时间维度整合到现有的三维模型中，计划实现动态的重建效果。特别地，该算法将针对眼科医学领域的特定需求进行优化，考虑到医学图像的独特数据特性和实际应用场景的要求。本项目还将优化三维重建方法，以提高重建的速度和精度。技术考核指标有三维重建算法的重建精度和效率，以及算法在医学应用中的实际可用性、稳定性。  在实现动态三维重建后，首先我们将对于环境光线不均匀的问题进行优化。在手术场景中，由于显微镜的结构限制和手术场景的特殊性，在手术场景中获取的图像通常会存在光线不均匀的问题。光线不均匀会导致三维模型的渲染过程生中会有许多“白雾”产生，如图11所示。Duckworth[16]提出了一种对光线问题处理的方法。通过对3DGS密度的自适应控制实现。根据其研究，经过30K次迭代（约35分钟），背景伪影已经得到了显著减少。 | | | | | | | | | | | | | |
| 1. **拟解决的关键问题**   1. 显微镜下的医学场景视角固定，项目首先需要获取基于事件的视频影像。然后将基于事件的深度估计模型在医学场景下做改进和适配，克服显微镜下医学影像数据低光照和对比度高的特点，进行细致的显微镜场景深度估计。  2. 由深度信息和RGB信息提取显微镜场景的三维信息是本项目的另一个需要克服的难点。相机输入视角单一，通过单目图像提取场景中的三维信息具有挑战。同时显微镜下场景狭小，眼底的深度差异很小，也会导致提取信息不准确。项目需要在提取细致准确的三维信息时三维克服这些问题。  3. 将时序信息融入传统的三维重建模型，使三维重建在医学场景下的效果更加清晰。项目将仔细研究如何将时序信息融入三维重建模型，这种方法应用在医学显微镜手术场景是创新的。所以如何将医学显微镜手术场景的时序信息有效的利用以构建出四维的重建模型将会是本项目中需要解决的问题。  4. 加速模型渲染速度，减少三维模型建立的时间成本。现有的三维渲染速度普遍很慢，项目中计划优化三维重建的渲染模型，让渲染的速度得到提升。这是项目中拟解决的关键问题。  **（三）项目可行性分析**  从原理上来说，三维重建技术已经在多个领域展现出其强大的潜力和实用性。医学领域，特别是眼科手术场景下的挑战包括但不限于小范围的操作空间、细微的手术细节和特殊的光照条件。尽管如此，基于现有的研究和技术，通过对深度学习模型和算法的优化，可以实现对单目视频中眼科手术场景的三维重建。此外，通过集成时间维度信息，可以进一步提升重建模型的动态表现和精度。因此，从理论和技术原理上讲，项目的核心目标是可行的。  从实验条件上来说，本项目数据采集所需的手术显微镜（上海轶德公司SM2000J 实验手术显微镜）和精密移动平台（大恒光电 GCM-T 系列精密平移台，大恒光电 GCM-V 系列精密侧升降台）都已经具备。手术显微镜能够提供清晰的放大图像，帮助医生进行精确的手术操作。精密移动平台可以用于精确地移动样本或仪器，以进行观察和数据采集。实验场地在iMED深圳团队南方科技大学实验室。本项目训练模型所使用的显卡（4\*2090Ti）、数据展示可使用的VR设备（Hololens）也已具备。 | | | | | | | | | | | | | |
| 从项目组员上来说，项目组员有三人都有过项目经历，对本项目有浓厚的兴趣且都在iMED深圳团队。 iMED 深圳团队是一个专注眼科人工智能的国际化知名团队，指导老师胡衍博士、刘江老师也在手术辅助、术中导航等研究方向深耕多年，能够给团队成员提供有力的指导。 | | | | | | | | | | | | | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
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