1. **Introduction**

视线估计是一种旨在理解用户意图和兴趣的技术[1]，已经成为人机交互、心理学、计算机视觉、医学诊断等诸多领域的重要工具。人们使用了不用的方法来处理视线估计，然而，有些方法在实际情况下是不准确的，而有些方法需要显式的用户校准，这样就会很麻烦。其中一些方法存在图像质量差和光照条件变化的问题。最近深度学习的成功和普及极大地提高了视线估计的性能。大规模数据集的可用性进一步提高了及与深度学习的方法的性能。视线估计技术关注的是图像数据和注视方向或者注视点之间的关系[2]。根据从单个或者多个摄像头采集的眼睛区域的图像数据（如瞳孔或者角膜反射）来估计注视方向[3]。目前，存在不同类型的商业和非商业的视线估计解决方案，包括基于模型的方法和基于外观的方法。本文将详细的介绍基于外观的方法，同时简略介绍基于模型的方法，这是因为基于模型的方法需要外部设备对人进行固定，或者需要多种设备对视线估计的结果进行精确计算，这在很多现实场景中是很难实现的。

1. **Methods**

视线估计方法通常可以分为基于模型的（model-based）和基于外观的（apperence-based）[2]。

1. 基于模型的视线估计（MODEL-BASED GAZE ESTIMATION）

基于模型的方法是使用一个眼睛的几何模型，利用人眼成像的原理，通过相机获取人眼眼球的特征，随后根据获取到的特征建立与注视点的映射关系，从而实现实现估计。基于模型的方法可以进一步分为基于角膜反射的方法和基于形状（shape-based）的方法。角膜反射法通过外部红外光源反射到眼睛的角膜来检测到眼睛的特征。

(2)基于外观的视线估计（APPEARANCE-BASED GAZE ESTIMATION）

基于外观的视线估计方法不依赖于眼睛特征点的检测，而是直接从眼睛光学外观来执行视线估计的[2]。通常需要一台摄像机来捕捉眼睛的图像，然后用它来简历视线估计模型，将捕捉到的图像外观映射到特定的注视方向或者注视点。这些模型不需要手工设计特征进行训练，它们可以从数据中隐式的提取图像特征。最早的基于外观的视线估计工作是将眼睛图像作为神经网络的输入，用于100个分类任务，每个类别代表一个注视方向[4]。Tan等人[5]是第一个将基于外观的视线估计作为论文工作的，该论文将校准样本视为流形中的点，并试图寻找权重来插值测试样本。本文将基于外观的视线估计的基本形式定义为特征提取和从特征到注视目标的回归映射。接下来的工作分别使用高斯过程回归[6]，神经网络[7]，和自适应线性[8]等方法，沿用原始像素作为他们的特征输入。这些早期的基于外观的视线估计方法都假定头部姿势是固定的，以此来减少外观的变化，避免复杂的讨论。

随后的研究开始允许自由的3D头部移动。Lu等人[8]将原始的头部自由运动问题分解为了两个子问题，分别是初始固定头部问题和随后的补偿来矫正初始估计误差，将由头部姿势引起的注视偏差作为最终视线估计结果的补偿。

尽管基于外观的视线估计技术取得了很大的进展，但这些方法比传统方法需要更多的训练数据来学习头部自由运动引起的眼睛外观的显著变化。因此，这些研究主要针对于特定领域或者个人进行评估。视线估计中的一个开放性研究挑战是学习没有用户、环境和相机限制的视线估计器。这些估计器可以在不需要额外输入的情况下推广到任何人。Schneider等人[9]使用了哥伦比亚数据集（Columbia dataset）[10]对流形对齐方法进行了评估，发现在6种回归方法中，使用流形对齐方法可以提高视线估计性能。Zhang等人[11]为了避免摄像头的偏移和人头部姿态对视线估计的影响，首先对眼部数据进行人脸对齐和3D头部估计、眼部图片归一化，将单眼图像作为输入，通过LeNet-5网络对图像特征进行提取，并求出的二维头部偏转信息合并到视线估计网络的全连接层，依据混合特征进行视线估计。该论文同时提出了MPIIGaze数据集，该数据集包括21万张人脸图片，涵盖15位参与者和不同光照条件。Krafka等人[12]通过IOS应用收集了GazeCapture数据集，包含1450多人、240多万张数据，并提出iTracker网络，将人左右眼部、脸部图片和脸部网格图片分别输入到模型当中，最终预测相对于摄像头的凝视位置信息，在iPhone上实现了1.71厘米的估计误差，在iPad上达到了2.53厘米的估计误差。

Deng和Zhu[13]提出了一个视线变换模型，将头部姿势和眼球运动模型连接起来，并收集了一个大的数据集，包括200个志愿者和不同光照条件。在另一个研究中，Kim等人[14]提出了另一个基于回归的视线估计模型，他们受到了iTracker网络的启发，设计了名为Gazelle的模型，该模型需要五个输入，分别是：右眼、左眼、脸、脸网格和梯度直方图(HOG,Histogram of Gradients)，更好的捕捉用于视线估计的特征。在上述模型中，人脸图像主要提供头部姿态信息，而脸部网格则提供眼部位置信息，存在一定的信息冗余，因此，He等人[15]对上述模型的输入进行了简化，将脸部图片和脸部网格图片这两个输入替换为四个眼角的坐标位置信息，因为眼角坐标不止提供了眼睛的位置信息，还暗含了头部姿态信息，即眼角间距越小，头部姿态越大。实验结果表明，该简化后的模型在iPhone上的误差达到了1.78cm，和原始模型相差不多，同时改模型的计算效率很高，处理速度可以达到10ms/帧。

随后，Zhang等人[16]尝试将AlexNet修改为16层的VGG网络，该研究将平均误差从13.9度提升至10.8度。2017年，Zhang等人[17]认为基于学习的方法可以利用其它面部区域的附加特征，不同于之前手动提取眼部和脸部图像信息，他们尝试只将人脸图像作为输入，利用CNN对人脸图像进行编码，同时提出了一种空间权重机制，将人脸不同区域的信息有效地编码到CNN架构中，该机制在卷积层的特征图上学习空间权重，来灵活的抑制或者增强不同区域的信息。经过广泛的评估，该方法在MPIIGaze和EYEDIAP上分别有14.3%和27.7%的改进。因为数据集收集繁琐和标注困难等问题，Wood等人[18]开发了一个动态眼部区域模型，可以生成不同姿态的带有标记的可训练图像，从而大大减少了数据的收集和标注工作。在此基础上，Wood等人[19]提出了UnityEyes，一种可以快速合成大量可变眼域图像的新方法，该方法结合了一个人眼区域生成三维模型和一个实时绘制框架，并将该框架免费在线提供，方便研究使用。最新的方法是通过对抗训练模型[20]或者生成模型[21]来生成仿真图像。

2018年，Liu等人[22]提出一种新的用于视线估计的图像差分方法，直接训练一个卷积神经网络来预测同一个被摄体的两个眼部输入图像之间的注视差异，随后使用一组标准参考图片来对视线预测进行修正，Liu等认为使用深度神经网络构建的回归器，基于外观的方法精度被限制在5-6°左右，不同用户之间具有不同的差异，因为具有相同外观但内部结构不同的两个眼睛图像可以对应不同的注视方向，解决这个问题的一个简单的方法就是学习特定于人的模型，但是训练特定的模型需要大量的个人数据，这在实际中是不现实的。作者提出了两种修正的方法，第一种是将[11]提到的视线估计模型作为基础模型，通过数据分析发现，预测的视线向量和真实值之间可以拟合为线性关系，因此在基础模型输出时加上一个线性映射来修正预测值，并通过最小均方误差(LMSE)来作为损失函数进行训练。第二种方法差分神经网络预测视线向量差值，利用孪生网络，将同一个眼部不同图片选择两张作为输入，使网络学习两张图片的差别，并输出两张图片视线估计向量的差值，随后在测试中分别将需要预测的眼部图片和一组标定的参考图片作为模型输入，将模型输出的视线向量差值加上参考视线向量并求取平均值作为眼部图片的视线预测结果。Liu等利用少量标定图像建立了特定对象的模型来改进基于外观的凝视估计，保证预测结果更加稳定。

2020年，Seonwook等人[23]提出了一种新的EVE数据集（End-to-end Video-based Eye-tracking）和相应的方法。该数据集收集了54名参与者，超过1200万帧，总计约105小时的视频数据。模型分为两个部分，分别是EyeNet和GazeRefineNet，EyeNet负责对每帧进行视线估计和瞳孔大小估计，GazeRefineNet通过合并屏幕内容、时间信息和EyeNet得到的初始注视点信息来优化最后的注视点预测结果。最终方法使得注视点估计正确率提高了28%，角度误差减小到了2.49度。2020年，Yu等人[24]尝试使用无监督的方式进行视线估计，网络需要输入样本，目标样本以及输入样本和目标样本之间的注视角度（包括垂直方向角度和水平方向角度）的差值。网络通过解析输入样本和差值对输入图像进行像素维度的重定向，从而得到接近于目标图像的输出。通过缩小输出图像和目标图像之间的差异，迫使网络学习到视线估计相关的表征，这样就实现了无监督学习方法的视线估计。

1. **Conclusion**

从结果来看，基于模型的视线估计技术比基于外观的技术会有更小的预测误差。大多数基于外观的或者基于CNN的技术都会产生大于0.5°的预测误差。主要原因之一是缺乏分布均衡且可变的大规模数据集，这些数据集中的图像是从多个设备捕获的，但是来自每个设备的数据的可变性和可用作训练的数据数量并没有得到很好地平衡。为了获得非常好的性能，来自每个设备的训练数据也应该具有良好的外观、头部姿态、亮度和方位的可变性，未来的工作可以进行收集平衡的大数据集。

其次是目前不进行特定用户修订的方法的错误角度大多徘徊在4-5°，数据集标定也是造成该现象的一个原因，因为收集数据集后需要人为标定，会造成数据标定的错误问题，这样也会限制模型的学习和正确率的提高。

大多数基于CNN的技术都是针对无约束环境设计的，在这种环境中，捕捉到的图像可能会受到不同头部姿势、外观、照明、面部遮挡等影响。

目前提出的一些有监督的视线估计方法都是在相对较小的数据集上训练的，一般来说，要建立有效且稳健的深度学习模型，需要有良好平衡的和大规模的数据集。

对于数据集收集困难，标注麻烦的问题，从结果上看，基于合成数据的方法和基于迁移学习的方法，目前还难以接近使用真实数据训练的模型。从这个角度看，无监督或自监督学习可能会是视线估计领域的发展方向。保证在仅有少数个性化用户样本时，可能对模型进行微调，以提高模型的正确率。
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