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**1. 프로젝트 배경 및 목표**

본 프로젝트는 자연어 처리 모델에 다양한 방식의 quantization기법을 적용하여 모델 성능에 미치는 영향을 분석하는 것이다.

Transformer, BERT와 같은 모델이 등장한 이후, 자연어 처리 모델의 크기가 점점 증가하는 추세이다. 모델의 크기가 증가함에 따라 다양한 문제들이 발생할 수 있게 되었다. 대표적으로 메모리 사이즈가 증가하는 문제가 있다. 모델 학습에 사용되는 배치크기가 점점 커지면서 학습에 필요한 메모리 사이즈가 증가하게 되었다. 또 다른 문제로는 gradient 계산 량이 많아지면서 추론에 걸리는 시간이 증가하는 것이다. 자원이 한정된 모바일, 임베디드 환경에서 거대한 모델을 사용하기에 제한이 된다는 점도 문제가 된다. 이러한 상황에서 모델의 성능을 유지하면서 크기를 줄이는 모델압축 기법의 필요성이 대두되었다.

프로젝트에서는 모델압축기법 중 하나인 quantization기술을 다양한 방식으로 모델에 적용하여 성능을 분석해보고 모델크기, 추론성능 등을 비교하여 효과적인 quantization 방식을 찾아내는 것을 목표로 한다.

**2. 프로젝트 내용**

프로젝트에서 모델에 quantization기법을 3가지 방식으로 적용한다. Layer별로 다른 자료형을 적용, Layer내에서 channel 별로 다른 자료형을 적용, singed/unsigned 자료형을 적용해본다. 이를 위해서 quantization기법에 대한 이해가 필요하고 대규모 자연어 처리 모델(BERT, T5)의 구조를 이해하여 어느 부분에 quantization을 적용할 수 있는지 알고 있어야한다. 또한 적용할 quantization기법의 오픈소스 코드를 필요로 한다. quantization기법은 실수형 변수를 bit수가 적은 정수형 변수로 변환하는 모델 압축 방법으로서 일반적으로 딥러닝 모델에서 FP32 자료형으로 사용되는 weight, activation 값들을 INT8과 같은 정수형 자료형으로 변환하여 메모리 사용량을 줄이고 처리 속도를 향상시키는 효과를 얻을 수 있다. 그러나 같은 quantization을 적용하더라도 하드웨어의 특성에 따라 추론 성능 향상 정도가 다르다. 또한 실수형 변수를 정수형 변수로 변환할 때 round연산을 진행하면서 실제 값이 완전히 반영되지 않고 오차가 발생한다. weight값의 미세한 변화가 추론 성능에 큰 영향을 미치는 task의 경우 이러한 오차로 인해 모델의 정확도가 크게 떨어질 수 있다. 따라서 프로젝트에서는 다양한 양자화 방식을 적용함으로써 추론 성능을 크게 저하하지 않으면서 자연어 처리 모델에 맞는 양자화 방식을 찾도록 한다.

**3. 프로젝트 추진 계획**

프로젝트는 크게 3단계로 나누어 진행할 계획이다.

1. pytorch 오픈소스 BERT구조 및 quantization코드를 이해한다.

2. 양자화를 적용한 모델 코드를 작성한다.

3. 서버를 이용해서 모델 학습 및 추론 성능을 비교한다.

**4. 결론**

Quantization이 적용된 새로운 자연어 처리 모델은 기존 모델에 비해 메모리 사용량 감소, 처리 속도 향상 등의 효과를 얻을 것으로 기대한다. 향상된 모델은 메모리, CPU, GPU등의 자원이 한정된 모바일/임베디드 환경의 배포에도 이용할 수 있을 것이다. 또한 quantization이 적용된 모델에 pruning, knowledge distillation같은 다른 모델 압축기법을 추가로 적용하여 더 성능이 뛰어난 모델을 생성하는 데 이용할 수 있다.
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