CRF++的特征模板：

一：
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crf++模板定义里的%x[row,col]，即是特征函数的参数 。

举个例子。假设有如下用于分词标注的训练文件：

北 N B  
京 N E  
欢 V B  
迎 V M  
你 N E

其中第3列是标签，也是测试文件中需要预测的结果，有BME 3种状态。第二列是词性，不是必须的。

特征模板格式：%x[row,col]。x可取U或B，对应两种类型。方括号里的编号用于标定特征来源，row表示相对当前位置的行，0即是当前行；col对应训练文件中的列。这里只使用第1列（编号0），即文字。

1、Unigram类型  
每一行模板生成一组状态特征函数，数量是L\*N 个，L是标签状态数。N是此行模板在训练集上展开后的唯一样本数，在这个例子中，第一列的唯一字数是5个，所以有L\*N = 3\*5=15。

例如：U01:%x[0,0]，生成如下15个函数：

func1 = if (output = B and feature=U01:"北") return 1 else return 0  
func2 = if (output = M and feature=U01:"北") return 1 else return 0  
func3 = if (output = E and feature=U01:"北") return 1 else return 0  
func4 = if (output = B and feature=U01:"京") return 1 else return 0  
...  
func13 = if (output = B and feature=U01:"你") return 1 else return 0  
func14 = if (output = M and feature=U01:"你") return 1 else return 0  
func15 = if (output = E and feature=U01:"你") return 1 else return 0

这些函数经过训练后，其权值表示函数内文字对应该标签的概率（形象说法，概率和可大于1）。

又如 U02:%x[-1,0]，训练后，该组函数权值反映了句子中上一个字对当前字的标签的影响。

2、Bigram类型

与Unigram不同的是，Bigram类型模板生成的函数会多一个参数：上个节点的标签 。

生成函数类似于：

func1 = if (prev\_output = B and output = B and feature=B01:"北") return 1 else return 0

这样，每行模板则会生成 L\*L\*N 个特征函数。经过训练后，这些函数的权值反映了上一个节点的标签对当前节点的影响。

每行模版可使用多个位置。例如：U18:%x[1,1]/%x[2,1]

字母U后面的01，02是唯一ID，并不限于数字编号。如果不关心上下文，甚至可以不要这个ID。

二:

根据CRF++包中给出的例子可以较为清楚的知道有那些模板构建方法。模板构建分为两类，一类是Unigram标注，一类是Bｉgram标注。   
Unigram模板是比较常用的模板，这类模板提取的信息较为全面，组成的模板数量也比较多；Bigram模板比较简单，一般是当前词和前面一个词的自动组合生成的Bigram特征集合。   
主要介绍Unigram模板

# Unigram

U00:%x[-2,0]   
U01:%x[-1,0]   
U02:%x[0,0]   
U03:%x[1,0]   
U04:%x[2,0]   
U05:%x[-2,0]/%x[-1,0]/%x[0,0]   
U06:%x[-1,0]/%x[0,0]/%x[1,0]   
U07:%x[0,0]/%x[1,0]/%x[2,0]   
U08:%x[-1,0]/%x[0,0]   
U09:%x[0,0]/%x[1,0]   
这是CRF++例子中给出的模板，一共有９个模板，先看第一个模板，表示当前词和前面的第二个词组成的特征，以‘小明今天穿了一件红色上衣’为例，符合CRF++处理格式的这句话应该变成如下形式：   
小　Ｂ   
明　Ｉ   
今　Ｂ   
天　Ｉ   
穿　Ｓ   
了　Ｓ   
一　Ｂ   
件　Ｉ   
红　Ｂ   
色　Ｉ   
上　Ｂ   
衣　Ｉ   
假设我们有三个标记tag，Ｂ（表示一个词的开头那个字），Ｉ（表示一个词的结尾那个字），Ｓ（表示单个字的词），先看第一个模板Ｕ00:%x[-2,0],第一个模板产生的特征如下：   
如果当前词是‘今’，那-2位置对应的字就是‘小’，   
每个特征对应的字如下：   
U00:%x[-2,0]=====>小   
U01:%x[-1,0]=====>明   
U02:%x[0,0]=====>今   
U03:%x[1,0]=====>天   
U04:%x[2,0]=====>穿   
U05:%x[-2,0]/%x[-1,0]/%x[0,0]=====>小/明/今   
U06:%x[-1,0]/%x[0,0]/%x[1,0]=====>明/今/天   
U07:%x[0,0]/%x[1,0]/%x[2,0]=====>今/天/穿   
U08:%x[-1,0]/%x[0,0]=====>明/今   
U09:%x[0,0]/%x[1,0]=====>今/天   
根据第一个模板U00:%x[-2,0]能得到的转移特征函数如下：   
func1=if(output=B and feature=’U00:小‘ )　return 1 else return 0   
其中output=B 指的是当前词（字）的预测标记，也就是’今‘的预测标记，每个模板会把所有可能的标记输出都列一遍，然后通过训练确定每种标记的权重，合理的标记在训练样本中出现的次数多，对应的权重就高，不合理的标记在训练样本中出现的少，对应的权重就少，但是在利用模板生成转移特征函数是会把所有可能的特征函数都列出来，由模型通过训练决定每个特征的重要程度。   
func2=if(output=I and feature=’U00:小’) return 1 else return 0   
func3=if(output=S and feature=’U00:小) return 1 else return 0   
得到三个特征函数之后当前这个字’今‘的特征函数利用第一个模板就得到全不了，然后扫描下一个字‘天‘，以’天‘字作为当前字预测这个字的标记tag,同样会得到三个特征函数：   
func4=if(output=B and feature=’U00:明’) return 1 else return 0   
func5=if(output=I and feature=’U00:明’) return 1 else return 0   
func6=if(output=S and feature=’U00:明’) return 1 else return 0   
特征函数中的feature指的是当前词的-2位置对应的词或对应的词的特征，因为在这里没有其他特征了，所以用字本身做特征，有的会有词性，那feature就会是’明‘这个字对应的词性而不是字本身了。   
这个feature的作用就是确定模板所确定的当前词和临近词
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