分词

中文分词就是对中文断句，这样能消除文字的部分歧义。除了基本的分词功能，为了消除歧义还可以进行更多的加工。中文分词可以分成如下几个子任务。

分词：把输入的标题或者文本内容等分成词。

词性标注（POS）：给分出来的词标注上名词或动词等词性。词性标注可以部分消除词的歧义，例如"行"作为量词和作为形容词表示的意思不一样。

语义标注：把每个词标注上语义编码。

很多分词方法都借助词库。词库的来源是语料库或者词典，例如"人民日报语料库"或者《现代汉语大词典》。

目前中文分词主要有两种思路：查词典和字标注。首先，查词典的方法有：机械的最大匹配法、最少词数法，以及基于有向无环图的最大概率组合，还有基于语言模型的最大概率组合，等等。查词典的方法简单高效（得益于动态规划的思想），尤其是结合了语言模型的最大概率法，能够很好地解决歧义问题，但对于中文分词一大难度——未登录词（中文分词有两大难度：歧义和未登录词），则无法解决；为此，人们也提出了基于字标注的思路，所谓字标注，就是通过几个标记（比如4标注的是：single，单字成词；begin，多字词的开头；middle，三字以上词语的中间部分；end，多字词的结尾），把句子的正确分词法表示出来。这是一个序列（输入句子）到序列（标记序列）的过程，能够较好地解决未登录词的问题，但速度较慢，而且对于已经有了完备词典的场景下，字标注的分词效果可能也不如查词典方法。总之，各有优缺点（似乎是废话～），实际使用可能会结合两者，像结巴分词，用的是有向无环图的最大概率组合，而对于连续的单字，则使用字标注的HMM模型来识别。

**中文分词流程与结构**

中文分词总体流程与结构如图4-8所示。

简化版本的中文分词切分过程说明如下。

生成全切分词图：根据基本词库对句子进行全切分，并且生成一个邻接链表表示的词图。

计算最佳切分路径：在这个词图的基础上，运用动态规划算法生成切分最佳路径。

词性标注：可以采用HMM方法进行词性标注。

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/135323974.jpg> |
| 图4-8  中文分词结构图 |

未登录词识别：应用规则识别未登录词。

按需要的格式输出结果。

复杂版本的中文分词切分过程说明如下。

对输入字符串切分成句子：对一段文本进行切分，依次从这段文本中切分出一个句子，然后对这个句子再进行切分。

原子切分：对于一个句子的切分，首先是通过原子切分，将整个句子切分成一个个的原子单元（即不可再切分的形式，例如ATM这样的英文单词可以看成不可再切分的）。

生成全切分词图：根据基本词库对句子进行全切分，并且生成一个邻接链表表示的词图。

计算最佳切分路径：在这个词图的基础上，运用动态规划算法生成切分最佳路径。

未登录词识别：进行中国人名、外国人名、地名、机构名等未登录名词的识别。

重新计算最佳切分路径。

词性标注：可以采用HMM方法或最大熵方法等进行词性标注。

根据规则调整切分结果：根据每个分词的词形以及词性进行简单的规则处理，如日期分词的合并。

按需要的格式输出结果：例如输出成Lucene需要的格式。

**概率语言模型的分词方法**

从统计思想的角度来看，分词问题的输入是一个字串C=C1,C2,……,Cn，输出是一个词串S=W1,W2,……,Wm，其中m<=n。对于一个特定的字符串C，会有多个切分方案S对应，分词的任务就是在这些S中找出概率最大的一个切分方案，也就是对输入字符串切分出最有可能的词序列。

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/140210949.jpg> |

例如对于输入字符串C"有意见分歧"，有S1和S2两种切分可能。

S1：有/  意见/  分歧/

S2：有意/  见/  分歧/

计算条件概率P(S1|C)和P(S2|C)，然后采用概率大的值对应的切分方案。根据贝叶斯公式，有[![http://images.51cto.com/files/uploadimg/20110615/140247308.jpg](data:image/jpeg;base64,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)](http://images.51cto.com/files/uploadimg/20110615/140247308.jpg) 。

其中P(C)是字符串在语料库中出现的概率，只是一个用来归一化的固定值。从词串恢复到汉字串的概率只有唯一的一种方式，所以P(C|S)=1。因此，比较P(S1|C)和P(S2|C)的大小变成比较P(S1)和P(S2)的大小。

概率语言模型分词的任务是：在全切分所得的所有结果中求某个切分方案S，使得P(S)最大。那么，如何来表示P(S)呢？为了容易实现，假设每个词之间的概率是上下文无关的，则：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/140339926.jpg> |

其中，对于不同的S，m的值是不一样的，一般来说m越大，P(S)会越小。也就是说，分出的词越多，概率越小。这符合实际的观察，如最大长度匹配切分往往会使得m较小。计算任意一个词出现的概率如下：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/140428691.jpg> |

因此

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/140454259.jpg> |

从另外一个角度来看，计算最大概率等于求切分词图的最短路径。但是这里不采用Dijkstra算法，而采用动态规划的方法求解最短路径。

常用的词语概率表如表4-3所示。

表4-3  词语概率表

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAM8AAAGLCAIAAADvXVHGAAAAA3NCSVQFBgUzC42AAAAAAXNSR0IArs4c6QAAENdJREFUeF7tnWuS3LYORq/viuLsfw3Okhy5mGKxqBdAfI0mpeOaHzMdgI/DI0piR+KP379//49/EEgh8P+UWqgEAn8IYBse5BHAtjzW1IRtOJBHANvyWFMTtuFAHgFsy2NNTT9U620/fvyA5iMJqAzZ4ChtEzZrkmHbDqHndcrFVkuAM6kLPsEhAtgWwkeyiwC2uXARHCKAbSF8JLsIYJsLF8EhAtgWwkeyiwC2uXARHCKAbSF8JLsIYJsLF8EhArK1cu2is6VPf//8+9c/v7bI7ZfD+PJfS4Axsisnv1OHHantt2CpMQVLheDKrcFaAgvb1mq0R9mN0PWfZyOhZT023vaj5eyoa+v1yqclsLZtF+N3OB8cjsfFAGhZS2zbWttO1ReNHzvAPjq7P+G6bcPa/ZyN6zY2ZXjKL94DfViXSGI5Qupx0v3ZlVw4WKbDSJOGc1e1rerVqrN3qLVwmNF3E+vhUZpxe4SUya8IZ5wF0zq49pn08PK/3hC0A1Mib+8nPnoeGR7Uer1vaX9nWO34raaHzRNfS2z//5bk39ZWSTmuQn7+9bPEX/zSBbjK/0qnuhZuXSs/bTfPOtVFdrmVkh2ClsCqZ9LIPGG8yBuu4hOJ+4l5P1uXT+ptRLcCMsN16nNsqxfIZ4NdT0P18m7s5PIJmS7KrI2sVwi359OuX/N0c3nbOoeSVfhWdYfCHc7Zc03k9lP4daT2BG9pVb1GOQxur1HayO7a5fpSJr9TF3057MXh9Vy9qhu4UOsaoCWw9tx2eI44PKV296ftAsq35idvvfXCq951lhK6P73FZsavvQLyaVLi+/9PN/cD5WsJrD23fQAvRX6QALZ9EC5FdwSwDSXyCGBbHmtqwjYcyCOAbXmsqQnbcCCPALblsaYmbMOBPALYlseamrANB/IIYFsea2rCNhzII4BteaypCdtwII8AtuWxpiZsw4E8AtiWx5qasA0H8ghgWx5rasI2HMgjgG15rKkJ23Agj4DyedK8VlNTIgHhLoZK24TNSoR5VZX22d1JOuVqhpYAZ1IXfIJDBLAthI9kFwFsc+EiOEQA20L4SHYRwDYXLoJDBLAthI9kFwFsc+EiOEQA20L4SHYRwDYXLoJDBLAthI9kFwFsc+EiOEQA20L4SHYRwDYXLoJDBLAthI9kFwFsc+EiOEQA20L4SHYRwDYXLoJDBLAthI9kF4FVbWu3Tqu/325R6kKTH/zITrUYV7UtXwVqjBPgKZgrhtpnQOKjlV+ClgBzW/4IvrdGbHvv2Of3HNvymb+3Rmx779jn9xzb8pm/t0Zse+/Y5/cc2/KZv7dGbHvv2Of3HNvymb+3Rmx779jn9xzb8pm/t0Zse+/Y5/cc2/KZv7dGbHvv2Of3HNvymb+3Rmx779jn9xzb8pm/t0Zse+/Y5/cc2/KZv7dGbHvv2Of3HNvymb+3Rmx779jn9xzb8pm/t0bl86Tvpfjongs3y1PaJmzWJMOnfXZ3kk65mqElwJnUBZ/gEAFsC+Ej2UUA21y4CA4RwLYQPpJdBLDNhYvgEAFsC+Ej2UUA21y4CA4RwLYQPpJdBJ5g2/a6WlefCf4WgSd8l7DZ9uufX58gqF1JN7awHjxnnToLKJ93We2hePafLuhpCSxpm3EyiyuoZW2xrR45Z4fQWcChgp1/bZm3FZXWiglsX25K/m0tk5TjLeTnXz+9Kfb45E51fdl3LRhQ02/LqYi0BNa+bivHbtlmoP2xzCLE5BNY2LZ6mtjOmO1PPsRpa9ywtAdk/NIi2NNVbfvcnUEQ6ITph3cPX2nnkrZ1V7ucRs/Uaaf/GbZlWtK29ozQnUa/frL4ypxxUWkFMgOZJW2bbURpj5HA8rY96Ya0XtSXG+06G9WT4FnAxWDXdbhumbf9PG3aW3J1t8I9vFcQ3kCI1zYNM8DtIu31Fwm1htbU/YfF5vL5tWpaAth2pYCWtUG26UK0BJY/k7bjM8Nt13S+zNSgtee2T5PUHtmfbu0nytcSeNTc9gnclCkkgG1CmBR1QwDbUCSPALblsaYmbMOBPALYlseamrANB/IIYFsea2rCNhzII4BteaypCdtwII8AtuWxpiZsw4E8AtiWx5qasA0H8ghgWx5rasI2HMgjgG15rKkJ23AgjwC25bGmJmzDgTwC2JbHmpqUT/hB85EEhFszKm0TNmuSYdM+TTlJp1zN0BLgTOqCT3CIALaF8JHsIoBtLlwEhwhgWwgfyS4C2ObCRXCIALaF8JHsIoBtLlwEhwhgWwgfyS4CT7DNuMla4eIKdqEk+JbAE75LuH6t861eafsl3g5GdzyM7Ri5FWLZGbLDclaX9ruEJW27FagMW0twb6Tl1eNa1hbbaqvOmncWMPz5davEBOzbJ15Hbo1WFeUqx75jZBtpzEru1O1GjmcB3s83wl8hsPZ1W7tBXbtNRz1euw/rn+UCrv3TMvEQEyXgmkgugpOngXJ0Hh6gxqPW0vHkTiXPbQXgNS4tgVXnNstV1+EM1+1UFD1Yl82vu9Fl3qcvadt+D6jb0+J+q7+0zZ0mFzKTw5K2DewY2U1p7BrzlWNgSdsGSDG3DUCTpyy53tZekB0SOVve3Adn7mBnGbzDZbNy612aOryu1l3ptuXsF4RrU7XrbcvbttflEOvtIB2qoGVttK2EdUvTrW37gPZK3/JFQimhLpLnfZtiWQiwxGhvlS01ni1RHq4j7O/z6ycXSwBf6ZSx7zlhWgKPum7bX/vXKa3sWnx762qZfogZJrD2mXS428bE/DOpsWFpYVoCj5rb0saAisYIYNsYN7JGCGDbCDVyxghg2xg3skYIYNsINXLGCGDbGDeyRghg2wg1csYIYNsYN7JGCGDbCDVyxghg2xg3skYIYNsINXLGCGDbGDeyRghg2wg1csYIYNsYN7JGCGDbCDVyxghg2xg3skYIYNsINXLGCGDbGDeyRghg2wg1csYIYNsYN7JGCGDbCDVyxghg2xg3skYIKJ/wG6mfnOkJCLdmVNombNYkQ6B9mnKSTrmaoSXAmdQFn+AQAWwL4SPZRQDbXLgIDhHAthA+kl0EsM2Fi+AQAWwL4SPZRQDbXLgIDhHAthA+kl0EHrK6e71Zx8UubLO95dk1eAnB2tXdVW27EKiMwfUGfiXmdkMZLWujHLcvXz4LuP788HXYe1ZdI8UEVC8L3lqpKspezsW7m9tCzt7jfLsjVn6nbt89fRZw8fnhZla3FRWAWgIyRbTNGhPOYpVr38jkTsl3VasYr0tOe6v6kncJ7ANpPCnPFrakbYfbCO0/nI017VnStnqNf7hX2u0NBKP+LQIL21ZuPJnSvqXOQL1r2+bdB7IseTD5DYgiSVnbNuY2iQR5hdjXGq4jkxcL6r7ydXP09pfDphpXmNrcr3SqNKBbqdk3/mxR43A5Y2xTOfl628LfJZRzYrdr59mXBN3m4JZvGraixCvphjnk8PuAbn/Swy8Abr9g6LJuv7Eo8WICi85t5WA1HrKTrG2qUGeWo53dl5zbuomqmzLa2a6dFdqw7kbh7Lt58ZFtmNtmC9ESWNK2tCHRsk5rtrAiLYG170mFWCkqgQC2JUCmiv8IYBsq5BHAtjzW1IRtOJBHANvyWFMTtuFAHgFsy2NNTdiGA3kEsC2PNTVhGw7kEcC2PNbUhG04kEcA2/JYUxO24UAeAWzLY01N2IYDeQSwLY81NWEbDuQRwLY81tSEbTiQRwDb8lhTk/IJP2g+koBwa0albcJmTTJs2qcpJ+mUqxlaApxJXfAJDhHAthA+kl0EsM2Fi+AQAWwL4SPZRQDbXLgIDhHAthA+kl0EsM2Fi+AQAWwL4SPZRWDh1d3hfSDtgLRrm/Z654nUEljbtsM3mN7uA2kfSy1rY72371++faFzh8Ub37ZTTED1yuCtiaqijOVYduwzFnUW9sVO3fbO+Ab72x0mD1+WXYFoCcgU0TbLYsnZ3o+3u45aCv/E7py39cp3jLwtcL83Q9dI7bByl2A8vxEmIIBtAogUYSSAbUZQjw0T3lTdMsK2W0RPDkjezvAJtrEP5NgBcbZRzlhplqwn2GbpJzEdgXzV/jTg9rbcGCAsylhjd/cuXPj40GqTpV+Hy2NlM8zr/t6uqxlXQz66ArLwdwmb32P7QNrnOfFKuqHiz+0Y2W2S2bUlZ1+5hW3rbqau/zQM9EFIvm1j7fxclpbAkrYF94G0j42Wtb3eeSK1BJa0LW0wtKzTmi2sSEuAe1Lh0FDUDQFsQ5E8AtiWx5qasA0H8ghgWx5rasI2HMgjgG15rKkJ23AgjwC25bGmJmzDgTwC2JbHmpqwDQfyCGBbHmtqwjYcyCOAbXmsqQnbcCCPALblsaYmbMOBPALYlseamrANB/IIYFsea2rCNhzII6B8wi+v1dSUSEC4NaPSNmGzEmFeVaV9mnKSTrmaoSXAmdQFn+AQAWwL4SPZRQDbXLgIDhHAthA+kl0EsM2Fi+AQAWwL4SPZRQDbXLgIDhHAthA+kl0ElretfeP/xdv/9/8peasA16g8NXh52543MNthUH7OunYWMPZ5JsC1beve7Ly9GHv1Gav06OwN35sZZwEDn2d69l9dlpf4W2K24ixh2pj9Hglnn7TbCZTtB9qfSfYnvd3SQLgn6e1ekZ/YM3Phue1wO7CL6a2caMrMUSaP9vcvHOjvq3JV2y52njsT7voM9b6h/0KPl7StbqNWr4vbX8qkdXYB115KX1+Mf2E0nl7lkra158H2hNheXJ9daHMO/aLSS9r2RV5UHSHwRtvqefbi4i/ClNxTAqoliVVWQGp/LTtM5ncqbcdIVkB8k4J3ZmrvCep9hq/KlOi6UnP9XcL+wvQs8fDzSiPzVmnVp2DOVOs+r3em3e6c9c9rZbXPgKS4Kq5ES2BJ2w4VKWJdfOdTvvbZx1wIp2UtFiGlOC2BJW1L4fynEi3rtGYLK9ISeOM9qXAwKMpFANtcuAgOEcC2ED6SXQSwzYWL4BABbAvhI9lFANtcuAgOEcC2ED6SXQSwzYWL4BABbAvhI9lFANtcuAgOEcC2ED6SXQSwzYWL4BABbAvhI9lFANtcuAgOEcC2ED6SXQSwzYWL4BABbAvhI9lFANtcuAgOEcC2ED6SXQSwzYWL4BABbAvhI9lFANtcuAgOEVA+4RdqCMmzEhBuzai0TdisSchrn6acpFOuZmgJcCZ1wSc4RADbQvhIdhHANhcugkMEsC2Ej2QXAWxz4SI4RADbQvhIdhHANhcugkMEsC2Ej2QXAWxz4SI4RADbQvhIdhHANhcugkMEsC2Ej2QXAWxz4SI4RADbQvhIdhHANhcugkMEsC2Ej2QXAWxz4SI4RADbQvhIdhFY1bZuQ76ygVXmdnQuysbgR3aq7fuqthnHj7CpCPAUzNVwaJ8BmWrgjY3REmBuM2InTEAA2wQQKcJIANuMoAgTEMA2AUSKMBLANiMowgQEsE0AkSKMBLDNCIowAQFsE0CkCCMBbDOCIkxAANsEECnCSADbjKAIExDANgFEijASwDYjKMIEBLBNAJEijASwzQiKMAEBbBNApAgjAWwzgiJMQADbBBApwkgA24ygCBMQwDYBRIowEsA2IyjCBASwTQCRIowEsM0IijABAeXzpILmUMR8BISb5clsm48SLZqOAGfS6YbkwQ3CtgcP7nRdw7bphuTBDcK2Bw/udF3DtumG5MENwrYHD+50XcO26YbkwQ3CtgcP7nRdw7bphuTBDcK2Bw/udF3DtumG5MEN+hfQswhFnrvG+AAAAABJRU5ErkJggg==)

P(S1) = P(有)   P(意见)   P(分歧) = 1.8 × 10-9

P(S2) = P(有意)   P(见)   P(分歧) = 1×10-11

可得P(S1) > P(S2)，所以选择S1对应的切分。

如何尽快找到概率最大的词串？因为假设每个词之间的概率是上下文无关的，因此满足用动态规划求解所要求的最优子结构性质和无后效性。在动态规划求解的过程中并没有先生成所有可能的切分路径Si，而是求出值最大的P(Si)后，利用回溯的方法直接输出Si。

到节点Nodei为止的最大概率称为节点Nodei的概率：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/141218864.jpg> |

如果Wj的结束节点是Nodei，就称Wj为Nodei的前驱词。这里的prev（Nodei）就是节点i的前驱词集合。

比如上面的例子中，候选词"有"就是节点1的前驱词，"意见"和"见"都是节点3的前驱词。

StartNode（wj）是wj 的开始节点，也是节点i的前驱节点。

因此切分的最大概率max(P(S))就是P(Nodem)=P(节点m的最佳前驱节点) P(节点m的最佳前驱词)。

**N元分词方法**

在介绍N元模型之前，让我们先来做个香农游戏（Shannon Game）。我们给定一个词，然后猜测下一个词是什么。当我说"NBA"这个词时，你想到下一个词是什么呢？我想大家有可能会想到"篮球"，基本上不会有人想到"足球"吧。

切分出来的词序列越通顺，越有可能是正确的切分方案。N元模型主要用来衡量词序列搭配的合理性。N元模型指句子中在n个单词序列后出现的单词w的概率。

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/153944553.jpg> |
|  |

但是这种方法存在两个致命缺陷：一个缺陷是参数空间过大，不可能实用化；另外一个缺陷是数据稀疏严重。为了解决这两个问题，我们引入了马尔科夫假设：一个词的出现仅仅依赖于它前面出现的有限的一个或者几个词。

如果简化成一个词的出现仅仅依赖于它前面出现的一个词，那么就称为二元模型（Bigram），即：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/154018604.jpg> |
|  |

如果简化成一个词的出现仅仅依赖于它前面出现的两个词，就称为三元模型（Trigram）。

在实践中用得最多的就是二元模型和三元模型了，而且效果很不错。高于四元的模型用得很少，因为训练它需要更庞大的语料，而且数据稀疏严重，时间复杂度高，精度却提高得不多。

二元模型考虑一个单词后出现另外一个单词的概率，是N元模型中的一种。例如：一般来说，"中国"之后出现"北京"的概率大于"中国"之后出现"北海"的概率，也就是：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/154047427.jpg> |
|  |

二元词表的格式是"左词@右词:组合频率"，例如：

1. 中国@北京:100
2. 中国@北海:1

可以把二元词表看成是基本词表的常用搭配。分词初始化时，先加载基本词表，对每个词编号，然后加载二元词表，只存储词的编号。

对于拼音转换等歧义较多的情况也可以采用三元模型（Trigram），例如：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/154248856.jpg> |
|  |

因为有些词作为开始词的可能性比较大，例如"在那遥远的地方"、"在很久以前"，这两个短语都以"在"这个词作为开始词。因此，在实际的N元分词过程中，增加虚拟的开始节点（Start）和结束节点（End），分词过程中考虑P（在|Start）。如果把"有意见分歧"当成一个完整的输入，分词结果实际是："Start/  有/  意见/   分歧/   End"。

下面我们来实现二元连接。想象在下跳棋，跳两次涉及3个位置。二元连接中的前后两个词涉及3个节点。

1. //计算节点i的最佳前驱节点
2. void getBestPrev(AdjList g,int i)   {
3. Iterator**<CnToken>** it1 = g.getPrev(i);//得到一级前驱词集合
4. double maxProb = Double.NEGATIVE\_INFINITY;
5. int maxPrev1 = -1;
6. int maxPrev2 = -1;
8. while(it1.hasNext()) {
9. CnToken t1 = it1.next();
10. //得到一级前驱词对应的二级前驱词集合
11. Iterator**<CnToken>** it2 = g.getPrev(t1.start);
12. while(it2.hasNext()) {
13. CnToken t2 = it2.next();
15. int bigramFreq=getBigramFreq  
    (t2,t1);//从二元词典找二元频率
16. //平滑后的二元概率
17. double biProb = lambda1\*t1.freq  
    + lambda2\*(bigramFreq/t2.
18. freq);
19. double nodeProb = prob[t2.start]  
    +(Math.log(biProb));
21. if (nodeProb **>** maxProb) {//概率最大的算作最佳前趋
22. maxPrev1 = t1.start;
23. maxPrev2 = t2.start;
24. maxProb = nodeProb;
25. }
26. }
27. }
28. prob[i] = maxProb;
29. prev1Node[i] = maxPrev1;
30. prev2Node[i] = maxPrev2;
31. }

查找N元词典的方法有：可以采用Trie树的形式来存放N元模型的参数。与词典Trie树的区别在于：词典Trie树上每个节点对应一个汉字，而N元模型Trie树的一个节点对应一个词。或者可以把搭配信息存放在词典Trie树的叶子节点上。存储从词编号到频率的映射，采用折半查找。

1. public class BigramMap {
2. public int[] keys;//词编号
3. public int[] vals;//频率
4. }

在自然语言处理中，N元模型可以应用于字符，衡量字符之间的搭配；或者应用于词，衡量词之间的搭配。可以应用于编码识别，将要识别的文本按照GB码和BIG5码分别识别成不同的汉字串，然后计算其中所有汉字频率的乘积，取乘积大的一种编码。

**新词发现**

词典中没有的，但是结合紧密的字或词有可能组成一个新词。 比如："水立方"如果不在词典中，可能会切分成两个词"水"和"立方"。如果在一篇文档中"水"和"立方"结合紧密，则"水立方"可能是一个新词。可以用信息熵来度量两个词的结合紧密程度。信息熵的一般公式是：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/154558308.jpg> |
|  |

如果Ｘ和Ｙ的出现相互独立，则P(Ｘ,Ｙ)的值和P(Ｘ)P(Ｙ)的值相等，I(Ｘ,Ｙ)为0。如果Ｘ和Ｙ密切相关，P(Ｘ,Ｙ)将比P(Ｘ)P(Ｙ)大很多，I(Ｘ,Ｙ)值也就远大于0。如果Ｘ和Ｙ的几乎不会相邻出现，而它们各自出现的概率又比较大，那么I (Ｘ,Ｙ)将取负值，这时候Ｘ和Ｙ负相关。设f(C)是词C出现的次数，N是文档的总词数，则：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/154624285.jpg> |
|  |

因此，两个词的信息熵计算如下：

|  |
| --- |
| <http://images.51cto.com/files/uploadimg/20110615/154653153.jpg> |

新词语有些具有普遍意义的构词规则，例如"模仿秀"由"动词+名词"组成。统计的方法和规则的方法结合对每个文档中重复子串组成的候选新词打分，超过阈值的候选新词选定为新词。此外，可以用Web信息挖掘的方法辅助发现新词：网页锚点上的文字可能是新词，例如"美甲"。另外，可以考虑先对文档集合聚类，然后从聚合出来的相关文档中挖掘新词。

**未登录词识别**

"南京市长叫江大桥？""你怎么知道的？""因为看到一个标语--南京市长江大桥欢迎您。"

未登录词在英文中叫做Out Of Vocabulary（简称OOV）词。常见的未登录词包括人名、地名、机构名。

对识别未登录词有用的信息说明如下。

未登录词所在的上下文。例如："\*\*教授"，这里"教授"是人名的下文；"邀请\*\*"，这里"邀请"是人名的上文。

未登录词本身的概率。例如：不依赖上下文，直观地来看，"刘宇"可能是个人名，"史光"不太可能是个人名。采用未登录词的概率作为这种可能性的衡量依据。"刘宇"作为人名的概率等于"刘宇"作为人名出现的次数除以人名出现的总次数。

例如：我爸叫李刚。这里"动词 + 姓 + 名 + 标点符号"组成了一个识别规则。可以根据这个识别规则识别出"李刚"这个人名。这个规则的完整形式是：

动词 + 中国人名 + 标点符号 => 动词 + 姓 + 名 + 标点符号

所以可以通过匹配规则来识别未登录词。为了实现同时查找多个规则，可以把右边的模式组织成Trie树，左边的模式作为节点属性。全切分词图匹配上右边的模式后用左边的模式替换。

可以用二元模型或三元模型来整合未登录词本身的概率和未登录词所在的上下文这两种信息。

未登录地名识别过程说明如下。

选取未登录地名候选串。

未登录地名特征识别。

对每个候选未登录地名根据特征判断是否真的地名。判断方法可以用SVM二值分类。

整合地名词图。
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