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## 选择题

### 概念

1、计算机资源管理器中, 对文件(夹)的组织用的什么数据结构？   
A、 线性表结构   
B、 树结构   
C、 图结构   
D、 集合

答案: B

2、在存储数据时, 通常不仅要存储各数据元素的值, 而且还要存储**\_**。  
A、 数据的存储方法   
B、 数据元素的类型   
C、 数据的处理方法   
D、 数据元素之间的关系

答案: D

3、通常要求同一逻辑结构中的所有数据元素具有相同的特性, 这意味着**\_**。  
A、 数据元素具有同一特点   
B、 数据元素所包含的数据项的个数要相等   
C、 每个数据元素都一样   
D、 不仅数据元素所包含的数据项的个数要相同, 而且对应的数据项的类型要一致

答案: D

4、以下说法正确的是**\_**。  
A、 数据元素是数据的最小单位   
B、 数据结构是带结构的各数据项的集合   
C、 数据项是数据的基本单位   
D、 一些表面上很不相同的数据可以有相同的逻辑结构

答案: D

A : 数据元素是数据的基本单位

B : 数据结构是相互之间存在一种或多种特定关系的数据元素的集合

C : 数据项是数据元素不可分割的最小单位, 一个数据元素可由若干个数据项( Data Item )组成

6、**\_**表示结点之间的层次关系  
A、 线性表结构   
B、 树结构   
C、 图结构   
D、 散结构

答案: B, 同第 1 题哈~

7、下面关于数据的逻辑结构与存储结构说法正确的是**\_**  
A、 逻辑结构要体现出存储结构   
B、 存储结构要体现出逻辑结构   
C、 二者含义是一样的   
D、 二者毫无关系

答案: B

解析 : 存储结构是逻辑结构的存储映像, 逻辑结构指的是数据间的关系, 它又分为线性结构和非线性结构, 这两者并不冲突.

8、下列说法不正确的是**\_**  
A、 算法的正确性通常需要人工证明   
B、 只有对所有合法输入数据都正确的算法才是正确的算法   
C、 经反复调试、长期运行, 也不一定能够发现算法中的错误   
D、 只有经长期运行, 从不出错的算法, 才是正确的算法

答案: D

解析 : 算法的五大特性为如下 :

* 输入 : 算法具有 0 个或多个输入.
* 输出 : 算法至少有 1 个或多个输出.
* 有穷性 : 算法在有限的步骤之后会自动结束而不会无限循环.
* 确定性 : 算法中的每一步都有确定的含义, 不会出现二义性.
* 可行性 : 算法的每一步都是可行的.

240、( 重复题目 ) 下面关于数据的逻辑结构与存储结构说法正确的是**\_**   
A、 逻辑结构要体现出存储结构   
B、 存储结构要体现出逻辑结构   
C、 二者含义是一样的   
D、 二者毫无关系

答案: B

245、在数据结构中,从逻辑上可以把数据结构分成**\_**。   
A、 内部结构和外部结构   
B、 动态结构和静态结构   
C、 紧凑结构和非紧凑结构   
D、 线性结构和非线性结构

答案: D

246、数据结构在计算机内存中的表示是指**\_**。   
A、 数据的逻辑结构   
B、 数据元素之间的关系   
C、 数据关系   
D、 数据的存储结构

答案: D

247、在数据结构中, 与所使用的计算机无关的是数据的**\_**结构。   
A、 逻辑   
B、 存储   
C、 物理   
D、 逻辑和存储

答案: A

解析 : 数据结构概念一般包括 3 个方面的内容, 即数据的逻辑结构、存储结构及数据上的运算集合. 数据的逻辑结构只抽象地反映数据元素之间的逻辑关系, 而不管它在计算机中的存储表示形式.

算法的设计取决于数据的逻辑结构, 而算法的实现依赖于指定的存储结构.

250、( 重复题目 ) 以下说法正确的是**\_**。  
A、 数据元素是数据的最小单位   
B、 数据结构是带结构的各数据项的集合   
C、 数据项是数据的基本单位   
D、 一些表面上很不相同的数据可以有相同的逻辑结构

答案: D

254、数据结构是( )。   
A、 一种数据类型   
B、 数据的存储结构   
C、 一组性质相同的数据元素的集合   
D、 相互之间存在一种或多种特定关系的数据元素的集合

答案: D

259、下列有关数据结构的说法中，正确的是  
A、 数据的逻辑结构独立于其存储结构   
B、 数据的存储结构独立于其逻辑结构   
C、 数据结构仅由其逻辑结构和存储结构决定   
D、 数据的逻辑结构唯一决定其存储结构

答案: A

解析 : 数据的逻辑结构可以独立于存储结构来考虑, 反之不可以.

数据的逻辑结构是用于描述数据之间的关系, 而数据的存储结构是与相应数据在内存中的物理地址有关的, 它是数据的逻辑结构在计算机上的具体语言实现.

例如我们熟知的线性表, 可以是顺序表, 也可以是链表. 它们在逻辑结构上都属于“线性表”的范畴, 但在存储结构上顺序表的方式是基于一片连续的物理地址, 而链表并不连续. 对于一种数据存储结构而言, 必定有包括它的逻辑结构, 既某一种逻辑结构在计算机语言中映射其存储结构.

261、以下属于逻辑结构的是  
A、 顺序表   
B、 哈希表   
C、 有序表   
D、 单链表

答案: C

解析 : 顺序表、哈希表和单链表表示几种数据结构, 既描述逻辑结构, 也描述存储结构和数据运算, 而有序表是指关键字有序的线性表, 可以链式存储也可以顺序存储, 仅描述了元素之间的逻辑关系, 故它属于逻辑结构.

262、以下与数据的存储结构无关的术语是（）  
A、 循环队列  
B、 链表  
C、 哈希表  
D、 栈

答案: D

解析 : 数据的存储结构有 :

* 顺序存储 ( A )
* 链式存储 ( B )
* 索引存储 ( C )
* 散列存储, 又称 hash 存储

266、算法的有效性指的是**\_**  
A、 时间复杂性和空间复杂性   
B、 最坏情况和平均情况   
C、 制作周期与使用时效的关系   
D、 制作费用与实用价值的关系

答案: A

271、( 重复题目 ) 下列说法不正确的是**\_**   
A、 算法的正确性通常需要人工证明   
B、 只有对所有合法输入数据都正确的算法才是正确的算法   
C、 经反复调试、长期运行,也不一定能够发现算法中的错误   
D、 只有经长期运行,从不出错的算法,才是正确的算法

答案: D

275、算法分析的目的是。   
A、 找出数据结构的合理性   
B、 研究算法中的输入和输出的关系   
C、 分析算法的易懂性和文档性   
D、 分析算法的效率以求改进

答案: D

277、计算机算法必须具备输入、输出和等 5 个特性。   
A、 确定性、有穷性和稳定性   
B、 易读性、稳定性和安全性   
C、 可行性、确定性和有穷性   
D、 可行性、可移植性和可扩充性

答案: C

278、分析以下程序段的时间复杂度

x = 9000; y = 10000;   
while(y > 0) {  
 if(x > 100) {   
 x = x - 10;   
 y--;   
 }  
 else {  
 x++;  
 }  
}

A、 T(n) =O(1)  
B、 T(n) =O(y)

答案： A

281、分析以下程序段的时间复杂度

i = 1;  
 while(i <= n)  
 i = i \* 3;

A、 T(n) =O(n)   
B、 T(n) =O( log3n)   
C、 T(n) =O(n^3)   
D、 T(n) =O(n^2)

答案： B

### 表

1、顺序表中第一个元素的存储地址是100, 每个元素的长度为2, 则第5个元素的地址是( )。   
A、 110   
B、 108   
C、 100   
D、 120

答案 : B

解析 : 顺序表中的数据连续存储, 故第 5 个元素的地址为 100 + (2 \* 4) = 108

2、在n个结点的顺序表中,算法的时间复杂度是O(1)的操作是( )。   
A、 访问第 i 个结点(1 ≤ i ≤ n)和求第i个结点的直接前驱(2 ≤ i ≤ n)   
B、 在第i个结点后插入一个新结点(1 ≤ i ≤ n)   
C、 删除第i个结点(1 ≤ i ≤ n)   
D、 将n个结点从小到大排序

答案 : A

解析 : 在顺序表中插入或删除一个结点的时间复杂度都是O(n²), 排序的时间复杂度为O(n²)或O(nlog2n). 顺序表是一种随机存取结构, 访问第 i 个结点和求第 i 个结点的直接前驱都可以直接通过数组的下标直接定位, 时间复杂度是O(1).

3、向一个有127个元素的顺序表中插入一个新元素并保持原来顺序不变,平均要移动 的元素个数为( )。   
A、 8   
B、 63.5   
C、 63   
D、 7

答案 : B  
解析 : 顺序表中插入元素平均要移动的元素个数为 : n / 2

4、链接存储的存储结构所占存储空间( )。   
A、 分两部分, 一部分存放结点值, 另一部分存放表示结点间关系的指针   
B、 只有一部分, 存放结点值   
C、 只有一部分, 存储表示结点间关系的指针   
D、 分两部分, 一部分存放结点值, 另一部分存放结点所占单元数

答案 : A

5、线性表若采用链式存储结构时, 要求内存中可用存储单元的地址( )。   
A、 必须是连续的   
B、 部分地址必须是连续的   
C、 一定是不连续的   
D、 连续或不连续都可以

答案 : D

扩 : 线性表若采用顺序存储结构时, 则要求内存中可用存储单元的地址必须是连续的.

6、线性表L在( )情况下适用于使用链式结构实现。   
A、 需经常修改L中的结点值   
B、 需不断对L进行删除插入   
C、 L中含有大量的结点   
D、 L中结点结构复杂

答案 : B  
解析 : 链表最大的优点在于插入和删除时不需要移动数据, 直接修改指针即可, 其时间复杂度为O(1). 而顺序表插入和删除节点后都需要移动元素, 故时间复杂度都是O(n²).

8、将两个各有n个元素的有序表归并成一个有序表, 其最少的比较次数是( )。   
A、 n   
B、 2n-1   
C、 2n   
D、 n-1

答案 : A

解析 : 当第一个有序表中所有的元素都小于或大于第二个表中的元素时, 只需要用第二个表中的第一个元素依次与第一个表的元素比较, 即最少的比较次数为N次. 例如 [1,2,3] 与 [4,5,6]合并仅比较了 3 次.

最坏的情况下比较次数为2N -1, 即当两个有序表的数据刚好是插空顺序的时候, 例如 [1,3,5] 与 [2,4,6]进行合并需要比较 5 次.

10、线性表L=(a1, a2, ……, an), 下列说法正确的是( )。   
A、 每个元素都有一个直接前驱和一个直接后继   
B、 线性表中至少有一个元素   
C、 表中诸元素的排列必须是由小到大或由大到小   
D、 除第一个(头节点)和最后一个元素(尾节点)外, 其余每个元素都有一个且仅有一个直接前驱和直接后继

答案 : D

12、以下说法错误的是( )。   
A、 求表长、定位这两种运算在采用顺序存储结构时实现的效率不比采用链式存储结构时实现的效率低   
B、 顺序存储的线性表可以随机存取   
C、 由于顺序存储要求连续的存储区域, 所以在存储管理上不够灵活   
D、 线性表的链式存储结构优于顺序存储结构

答案 : D

解析 : 顺序表的特点 :

* 可按元素序号随机访问
* 不用为表示节点间的逻辑关系而增加额外的存储开

顺序表的缺点 :

* 进行插入或删除操作时, 平均移动表中的一半元素
* 需要预先分配足够大的存储空间, 过大则导致大量闲置, 过小则会造成溢出

链表的最大特点为插入和删除运算方便, 其缺点为 :

* 其为随机存储结构, 故不能随机存取元素
* 需占用额外的存储空间来存储元素之间的关系, 故存储密度较低

13、在单链表中,要将 s 所指结点插入到 p 所指结点之后, 其语句应为( )。   
A、 s->next=p+1; p->next=s;   
B、 (*p).next=s; (*s).next=(\*p).next;   
C、 s->next=p->next; p->next=s->next;   
D、 s->next=p->next; p->next=s;

答案 : D

解析 :

1. s -> next = p -> next; : 将 s 节点的指针指向 p 节点的后一个节点
2. p -> next = s; : 使 p 节点的指针指向 s 节点

14、在双向链表存储结构中, 删除 p 所指的结点时须修改指针( )。   
A、 p->next->prior=p->prior; p->prior->next=p->next;   
B、 p->next=p->next->next; p->next->prior=p;   
C、 p->prior->next=p; p->prior=p->prior->prior;   
D、 p->prior=p->next->next; p->next=p->prior->prior;

答案 : A

解析 :

1. p -> next -> prior = p -> prior; : 将 p 节点的后继节点的前驱指针, 指向 p 的前驱节点
2. p -> prior -> next = p -> next; : 使 p 节点的前驱节点的后继指针, 指向 p 的后继节点

15、在双向循环链表中, 在 p 指针所指的结点后插入 q 所指向的新结点, 其修改指针的操作是( )。   
A、 p->next=q; q->prior=p; p->next->prior=q; q->next=q;   
B、 p->next=q; p->next->prior=q; q->prior=p; q->next=p->next;   
C、 q->prior=p; q->next=p->next; p->next->prior=q; p->next=q;   
D、 q->prior=p; q->next=p->next; p->next=q; p->next->prior=q;

答案 : C

解析 :

1. q -> prior = p; : 将 q 的前驱指针指向 p
2. q -> next = p -> next; : 将 q 的后继指针指向 p 的后继节点
3. p -> next -> prior = q; : 将 p 的后继节点的前驱指针, 指向 q
4. p -> next = q : 将 p 的后继节点指向 q

16、串是一种特殊的线性表, 其特殊性体现在( )。   
A、 可以顺序存储   
B、 数据元素是一个字符   
C、 可以链式存储   
D、 数据元素可以是多个字符

答案 : B

解析 : 串是由零个或多个字符组成的有限序列.

18、在线性表的下列运算中, 不改变数据元素之间结构关系的运算是( )。   
A、 插入   
B、 删除   
C、 排序   
D、 查找

答案 : D

19、线性表采用链式存储时, 其地址( )。   
A、 必须是连续的   
B、 一定是不连续的   
C、 部分地址必须连续   
D、 连续与否均可以

答案 : D

20、线性表是( )。   
A、 一个有限序列,可以为空   
B、 一个有限序列,不可以为空   
C、 一个无限序列,可以为空   
D、 一个无限序列,不可以为空

答案 : A

解析 : 一个线性表是 n 个具有相同特性的数据元素的有限序列.

27、以下关于线性表的说法不正确的是**\_\_**。  
A、 线性表中的数据元素可以是数字、字符、记录等不同类型。   
B、 线性表中包含的数据元素个数不是任意的。   
C、 线性表中的每个结点都有且只有一个直接前趋和直接后继。   
D、 存在这样的线性表:表中各结点都没有直接前趋和直接后继。

答案 : C

28、线性表的顺序存储结构是一种**\_\_**\_的存储结构。  
A、 随机存取   
B、 顺序存取   
C、 索引存取   
D、 散列存取

答案 : A

解析 : 顺序存储结构的地址在内存中是连续的, 所以可以通过计算地址实现随机存取. 而链式存储结构的存储地址不一定连续, 只能通过第个结点的指针顺序存取.

29、在顺序表中, 只要知道**\_\_**\_, 就可在相同时间内求出任一结点的存储地址。  
A、 基地址   
B、 结点大小   
C、 向量大小   
D、 基地址和结点大小

答案 : D

解析 : 顺序表是一组地址连续的存储单元, 依次存储表中的元素, 所以可以根据首元素的地址和节点所占空间大小, 直接访问顺序表中任一节点.

31、在**\_\_**运算中, 使用顺序表比链表好。  
A、 插入   
B、 删除   
C、 根据序号查找   
D、 根据元素值查找

答案 : C

解析 : 可按元素序号随机访问是顺序表的特点之一.

58、将长度为 n 的单链表链接在长度为 m 的单链表后面, 其时间复杂度采用大 O 形式表示应该是（ ）。  
A、 O(1)   
B、 O(n)   
C、 O(m)   
D、 O(n+m )

答案 : C

解析 : 需要先遍历长度为 m 的链表, 找到链表尾部, 这个时间复杂度为O(m), 然后再将链表尾部的 next 指针指向长度为 n 的链表的头结点即可.

59、与单链表相比，双链表的优点之一是（ ）  
A、 插入、删除操作更简单   
B、 可以随机访问   
C、 可省略表头指针或表尾指针   
D、 访问前后相邻结点更方便

答案 : D

解析 : 双链表比单链表多了prior指针, 所以访问前后相邻结点更方便了, 总的来说就是用空间换取时间.

60、设带带头结点的循环单链表L, 当L为空表时应满足（ ）  
A、 表头结点指针域next为空即L->next==NULL   
B、 L-的值为NULL即L==NULL   
C、 表头结点的指针域next与L的值相等即L->next==L   
D、 表头结点的指针域next与L的地址相等

答案 : C

解析 : L -> next == L; : 即单链表 L 的指针指向自己.

61、在长度为n(n>=1)的双链表中删除一个结点（非尾结点）要修改（）个指针。  
A、 1   
B、 2   
C、 3   
D、 4

答案 : B

62、与非循环单链表相比，循环单链表的主要优点是  
A、 不再需要头指针   
B、 已知某一结点的位置后，能够容易找到它的前驱结点   
C、 在进行插入、删除操作时，能更好地保持链表不断开   
D、 在表中任意结点出发都能扫描到整个链表

答案 : D

63、将两个分别含有m、n个结点的有序单链表归并成一个有序单链表, 对应算法的时间复杂度是（）。  
A、 O(n)   
B、 O(m)   
C、 O(n+m)   
D、 O(MIN(n+m)）

答案 : C

64、对于长度位n( n>=1 )的双链表L, 在 p 所指结点之前插入一个新结点的算法时间复杂度为（ ）。  
A、 O(1)   
B、 O(n)   
C、 O(n^2)   
D、 O(nlog2n)

答案 : A

解析 : 因双链表较单链表有前驱指针, 所以在指定节点前进行的插入操作只需修改指针即可哈.

65、在长度为n（n>=1）的循环双链表L中，删除尾结点的时间复杂度为（ ）。  
A、 O(1)   
B、 O(n)   
C、 O(n^2)   
D、 O(nlog2n)

答案 : A

解析 : 在非空的循环双向链表中, 头节点的前驱指针指向的节点即为尾结点.

66、将两个分别含有m、n个结点的有序单链表归并成一个有序单链表, 要求不破坏原有的单链表, 对应算法的时间复杂度是（ ）。  
A、 O(n)   
B、 O(n)   
C、 O(n+m)   
D、 O(MIN(m,n))

答案 : C

67、在长度为n（n>=1）的双链表 L 中, 删除 p 所指结点的时间复杂度为（ ）。  
A、 O(1)   
B、 O(n)   
C、 O(n^2)   
D、 O(nlog2n)

答案 : A

解析 : 先遍历O(n²)后删除O(1). 应选 C, 答案有误 ?

82、( 重复题目 ) 以下说法错误的是( )。   
A、 求表长、定位这两种运算在采用顺序存储结构时实现的效率不比采用链式存储结构时实现的效率低   
B、 顺序存储的线性表可以随机存取   
C、 由于顺序存储要求连续的存储区域,所以在存储管理上不够灵活   
D、 线性表的链式存储结构优于顺序存储结构

答案 : D

解析 : 链式存储结构和顺序存储结构各有优缺点, 有不同的适用场合.

### 栈

86、若进栈序列为1,2,3,4,5,6, 且进栈和出栈可以穿插进行, 则可能出现的出栈序列为( )。   
A、 3,2,6,1,4,5   
B、 3,4,2,1,6,5   
C、 1,2,5,3,4,6   
D、 5,6,4,2,3,1

答案 : B

解析 : Stack 的特点为 First In Last Out / Last In First Out 哈.

* A 应改写为 : 3, 2, 1, 6, 5, 4
* C 应改写为 : 1, 2, 5, 4, 3, 6
* D 应该写为 : 5, 6, 4, 3, 2, 1

87、若一个栈的输人序列是1,2,3,…,n,输出序列的第一个元素是n,则第k个输出元素是( )。   
A、 k   
B、 n-k-1   
C、 n-k+1   
D、 不确定

答案 : C

解析 : 因为输出的第一个数是n, 则此时 1, 2, 3, ....., n-1已入栈, 进而第二个输出的是n - 1, 第三个输出的是n - 2, 以此类推, 第 i 个输出的是 n - i + 1.

88、栈和队列的共同点是( )。   
A、 都是先进先出   
B、 都是先进后出   
C、 只允许在端点处插入和删除元素   
D、 没有共同点

答案 : C

解析 : 栈在栈顶操作元素, 而队列在队尾添加( push )元素, 在队头删除( pop )元素.

92、若已知一个栈的入栈序列是 1, 2, 3, …, n, 其输出序列为p1, p2, p3, …, pn, 若 p1 = n, 则 pi 为( )   
A、 i   
B、 n-i   
C、 n-i+1   
D、 不确定

答案 : C  
解析 : 因为输出的第一个数是n, 则此时 1, 2, 3, ....., n-1已入栈, 进而第二个输出的是n - 1, 第三个输出的是n - 2, 以此类推, 第 i 个输出的是 n - i + 1.

93、( 重复题目 )栈和队列的共同点是( )   
A、 都是先进后出   
B、 都是先进先出   
C、 只允许在端点处插入和删除元素   
D、 没有共同点

答案 : C

94、若依次输入数据元素序列{a, b, c, d, e, f, g}进栈,出栈操作可以和入栈操作间隔进行, 则下列哪个元素序列可以由出栈序列得到?( )   
A、 {d,e,c,f,b,g,a}   
B、 { f,e,g,d,a,c,b}   
C、 {e,f,d,g,b,c,a}   
D、 { c,d,b,e,g,a,f}

答案 : A

解析 : Stack 的特点为 First In Last Out / Last In First Out 哈.

95、一个栈的入栈序列是1, 2, 3, 4, 5,则下列序列中不可能的出栈序列是( )   
A、 2,3,4,1,5   
B、 5,4,1,3,2   
C、 2,3,1,4,5   
D、 1,5,4,3,2

答案 : B

解析 : Stack 的特点为 First In Last Out / Last In First Out 哈.

B 选项中元素 1 比元素3, 2先出栈, 其违背了栈的后进先出原则.

96、栈的插入与删除是在( )进行。   
A、 栈顶   
B、 栈底   
C、 任意位置   
D、 指定位置

答案 : A

97、假设顺序栈的定义为:

typedef struct {   
selemtype \*base; /\* 栈底指针 \*/   
selemtype \*top; /\* 栈顶指针 \*/   
int stacksize; /\* 当前已分配的存储空间,以元素为单位 \*/   
}sqstack;

变量 st 为 sqstack 型, 则栈 st 为空的判断条件为( )。   
A、 st.base == NULL   
B、 st.top == st.stacksize   
C、 st.top-st.base>= st.stacksize   
D、 st.top == st.base

答案 : D

解析 : 即当栈顶与栈底指针指向同一块区域时( st.top == st.base ) 则表示栈为空.

98、假设顺序栈的定义为:

typedef struct {   
selemtype \*base; /\* 栈底指针 \*/   
selemtype \*top; /\* 栈顶指针\*/   
int stacksize; /\* 当前已分配的存储空间,以元素为单位\*/   
}sqstack;

变量 st 为 sqstack 型, 则栈 st 为满的判断条件为( )。   
A、 st.base == NULL   
B、 st.top == st.stacksize   
C、 st.top-st.base>= st.stacksize   
D、 st.top == st.base

答案 : C 题目所给的条件不足, 答案有争议 !

99、链式栈结点为 : (data,link), top指向栈顶. 若想摘除栈顶结点, 并将删除结点的值保存到x中, 则应执行操作( )。   
A、 x=top->data;top=top->link;   
B、 top=top->link;x=top->link;   
C、 x=top;top=top->link;   
D、 x=top->link;

答案 : A  
解析 :

1. x = top -> data;将结点的值保存到 x 中,
2. top = top -> link; 将栈顶指针指向栈顶下一结点, 即摘除栈顶结点.

101、在一个链队列中, 假定front和rear分别为头指针和尾指针, 删除一个结点的操作是( )。   
A、 front=front->next   
B、 rear=rear->next   
C、 rear->next=front   
D、 front->next=rear

答案 : A

104、数组 [Qn]用来表示一个循环队列, f为当前队列头元素的前一位置, r为队尾元素的位置, 假定队列中元素的个数小于n, 计算队列中元素个数的公式为( ).  
A、 r-f   
B、 (n+f-r)%n   
C、 n+r-f   
D、 (n+r-f)%n

答案 : D

解析 : 综下两种情况所述, 计算队列中元素个数的公式为 : (n + r - f) % n

1. 当 rear > front 时: 队列中元素的个数为 : r - f
2. 当 front > rear 时: 队列中元素的格式为 n + r - front

对于非循环队列, 尾指针和头指针的差值便是队列的长度. 而对于循环队列, 差值可能为负数, 所以需要将差值加上 MAXSIZE (本题为n), 然后与 MAXSIZE 求余, 即( n + r - f ) % n.

105、为解决计算机主机与打印机间速度不匹配问题, 通常设一个打印数据缓冲区. 主机将要输出的数据依次写入该缓冲区, 而打印机则依次从该缓冲区中取出数据. 该缓冲区的逻辑结构应该是( )。   
A、 队列   
B、 栈   
C、 线性表   
D、 有序表

答案 : A  
解析 : 解决缓冲区问题应利用一种先进先出的线性表, 而队列正是一种先进先出的线性表.

106、设栈S和队列Q的初始状态为空,元素e1、e2、e3、e4、e5和e6依次进入栈S, 一个元素出栈后即进入Q, 若6个元素出队的序列是e2、e4、e3、e6、e5和e1,则栈S的容量至少应该是( )。   
A、 2   
B、 3   
C、 4   
D、 6

答案 : B  
解析 : 元素出队的序列是e2、e4、e3、e6、e5和e1, 可知元素入队的序列是e2、e4、e3、e6、e5和e1, 即元素出栈的序列也是e2、e4、e3、e6、e5和e1, 而元素e1、e2、e3、e4、e5和e6依次进入栈,易知栈 S 中最多同时存在 3 个元素, 故栈 S 的容量至少为 3.

108、用链接方式存储的队列, 在进行删除运算时( )。   
A、 仅修改头指针   
B、 仅修改尾指针   
C、 头、尾指针都要修改   
D、 头、尾指针可能都要修改

答案 : D  
解析 : 在队首进行操作, 由于是链式存储, 删除结点后, 需要修改队首的指针, 使其指向下一个结点. 但如果队列中只有这一个结点, 这时候头、尾指针都指向这个结点, 在删除结点后, 头、尾指针都需要修改.

109、循环队列存储在数组A[0..m]中, 则入队时的操作为( )。   
A、 rear=rear+1   
B、 rear=(rear+1)%(m-1)   
C、 rear=(rear+1)%m   
D、 rear=(rear+1)%(m+1)

答案 : D  
解析 : 数组 A[0..m] 中共含有 m + 1 个元素, 代表有m + 1个空间, 因为有个 0 在前面.

* 入队: rear = (rear + 1) % (m + 1)
* 出队: front =（front + 1）% (m + 1)

111、用单链表表示的链式队列的队头在链表的( )位置。   
A、 表头   
B、 表尾   
C、 表中   
D、 不确定

答案 : A

解析 : 单链表所表示的链式队列的队头在链表的表头, 队尾在链表的表尾.

112、栈的“先进后出”特性是指（ ）  
A、 最后进栈的元素总是先出栈   
B、 同时进行进栈和出栈操作时，总是进栈优先   
C、 每当有出栈操作时，总要先进行一次进栈操作   
D、 每次出栈的元素总是最先进栈的元素

答案 : A

解析 : 栈的特性为先进后出(FILO) / 后进先出(LIFO).

113、一个栈的进栈序列是a, b, c, d, e,则栈的不可能的输出序列是（ ）  
A、 edcba   
B、 decba   
C、 dceab   
D、 adcde

答案 : C

解析 : C选项应改成 d, c, e, b, a

115、若一个栈用数组data[1..n]存储, 初始栈顶指针 top 为n+1, 则以下元素 x 进栈的正确操作是( ).  
A、 top++;data[top]=x;   
B、 data[top]=x;top++   
C、 top--;data[top]=x;   
D、 data[top]=x;top--

答案 : C

1. top--; : 首先下移栈顶指针, 使其指向 [1 ~ n] 中的尾元素, 因为初始栈顶指针 top 为 n + 1.
2. data[top] = x; : 其次将进栈元素存储到 top 指针所指向的内存空间哈.

116、若一个栈用数组data[1..n]存储, 初始栈顶指针 top 为0, 则以下元素 x 进栈的正确操作是( ).  
A、 top++;data[top]=x;   
B、 data[top]=x;top++   
C、 top--;data[top]=x;   
D、 data[top]=x;top--

答案 : A

1. top++; : 首先上移栈顶指针, 使其指向 [1 ~ n] 中的首元素, 因为初始栈指针 top 为 0.
2. data[top] = x; : 其次将进栈元素存储到 top 指针所指向的内存空间哈.

117、在设计链栈时, 通常采用单链表作为链栈, 而不采用双链表作为链栈, 其准确原因是（ ）  
A、 栈中元素是顺序存取的，用单链表就足够了   
B、 栈中元素是随机存取的，用单链表就足够了   
C、 双链表运算较单链表更复杂   
D、 双链表较单链表存储密度低

答案 : A

118、( 重复题目 )栈和队列的相同点是  
A、 都是线性表   
B、 都是链表   
C、 只允许在端点处插入和删除元素  
D、 没有共同点

答案 : C

119、若某循环队列有队首指针front和队尾指针rear, 在队不空时出队操作仅会改变（ ）。  
A、 front   
B、 rear   
C、 front和rear   
D、 以上都不对

答案 : A

121、设循环队列的存储空间为 a[0..20], 且当前队头指针 (front指向队首元素) 和队尾指针( rear指向队尾元素 )的值分别是是8和3, 则该队列中元素个数为（ ）。  
A、 5   
B、 6   
C、 16   
D、 17

答案 : C

解析 : 假设循环队列的队尾指针是rear, 队头是front, 其中 QueueSize 为循环队列的最大长度. 则队列长度为 (rear - front + QueueSize) % QueueSize.

由题目已知 rear = 3, front = 8, QueueSize = 21, 故由公式可得队列中元素得个数为 (3 - 5 + 21) % 21 = 16.

122、( 重复题目 )假设用一个不带头结点的单链表表示队列, 队头在链表的（ ）位置。  
A、 表头   
B、 表尾   
C、 表中   
D、 以上都可以

答案 : A

123、与顺序队列相比, 链队（ ）。  
A、 优点是可以实现无限长队列   
B、 优点是进队和出队时间性能较好   
C、 缺点是不能进行顺序访问  
D、 缺点是不能根据队首和队尾指针计算队的长度

答案 : D

解析 : 链队也可以顺序存储, 但无法根据公式(rear - front + QueueSize) % QueueSize计算队的长度.

124、若用一个大小为 6 的数组实现循环队列, 且当前 rear 和 front 的值分别是0, 3, 当从队列中删除一个元素, 再加上两个元素后, rear和front的值分别是（ ）  
A、 1，5   
B、 2，4   
C、 4，2   
D、 5，1

答案 : B

解析 :

方法一 : 题中队列的初始状态为 0(rear), 1, 2, 3(front), 4, 5

1. 删除一个元素, front后移, 变成了 4.
2. 增加两个元素, 从rear后移, 变成了 2.
3. 最终队列的状态为 0, 1, 2(rear), 3, 4(font), 5

方法二 : 假设循环队列的队尾指针是rear, 队头是front, 其中QueueSize为循环队列的最大长度, 则 :

* 入队时队尾指针前进1 : (rear + 1) % QueueSize
* 出队时队头指针前进1 : (front + 1) % QueueSize
* 队列长度 : (rear - front + QueueSize) % QueueSize

进而可得删除一个元素时 front = (3 + 1) % 6 = 4, 增加两个元素时 rear = (0 + 2) % 6 = 2.

125、通常设置循环队列sq 的队空条件( front队首指针指向队首元素, rear队尾指针指向队尾元素的下一个元素 )是（ ）。  
A、 (sq.rear+1)%M==(sq.front+1)%M   
B、 (sq.rear+1)%M==sq.front+1   
C、 (sq.rear+1)%M==sq.front   
D、 sq.rear==sq.front

答案 : D

解析 : 即当循环队列 sq 的头尾指针都指向自己时( sq.rear == sq.front ), 则表示队空.

### 串

126、串下面关于串的的叙述中, ( )是不正确的。   
A、 串是字符的有限序列   
B、 空串是由空格构成的串   
C、 模式匹配是串的一种重要运算   
D、 串既可以采用顺序存储, 也可以采用链式存储

答案 : B  
解析 : 空格常常是串的字符集合中的一个元素, 有一个或多个空格组成的串成为空格串, 零个字符的串称为空串, 其长度为零.

127、已知串S = ‘aaab’, 其 Next 数组值为( )   
A、 0123   
B、 1123   
C、 1231   
D、 1211

答案 : A  
解析 :  
a a a b   
-1 0 1 2   
每个 next 值 + 1   
a a a b   
0 1 2 3

128、串“ababaaababaa”的next数组为( )。   
A、 012345678999   
B、 012121111212   
C、 011234223456   
D、 0123012322345

答案 : C  
解析 : next数组   
a b a b a a a b a b a a   
-1 0 0 1 2 3 1 1 2 3 4 5   
每个 next 值 + 1   
a b a b a a a b a b a a   
0 1 1 2 3 4 2 2 3 4 5 6

130、串的长度是指( )。   
A、 串中所含不同字母的个数   
B、 串中所含字符的个数   
C、 串中所含不同字符的个数   
D、 串中所含非空格字符的个数

答案 : B  
解析 : 串中字符的数目称为串的长度.

131、若串S = ‘software’, 其子串的数目是( )。   
A、 8   
B、 37   
C、 36   
D、 9

答案 : B  
解析 : 子串的定义是为 : 串中任意个连续的字符组成的子序列, 并规定空串是任意串的子串, 任意串是其自身的子串.

字符串的子串, 就是字符串中的某一个连续片段. 截取一个字符串长度需要一个起始位置和结束位置. 字符串 “software” 有8个字符, 可是设置间隔的位置有9个, 使用C(9,2) = 36 ( 其中 2 代表起始位置和结束位置哈 )即可求得字符串 “software” 的所有子串. 因空串也是子串, 故还需要加上1, 总共 37 个子串.

* 子串( 包括空串 )为 : n \* (n + 1) / 2 + 1
* 非空真子子串( 不包括空串和跟自己一样的子串 )为 : n \*（n + 1）/ 2 - 1
* 含有 n 个不同字符的字符串的非空子串的个数为 : C(n + 1, 2) = n \* (n + 1) / 2

132、设有两个串 p 和 q, 其中 q 是 p 的子串, 求 q 在 p 中首次出现的位置的算法称为( )。   
A、 求子串   
B、 连接   
C、 模式匹配   
D、 求串长

答案 : C  
解析 :

* 求子串 : 在一个主字符串中按一定的规则取出任意个连续的字符得到一个新串.
* 匹配 : 求一个字符串是另一个字符串的子串, 并返回子串首次出现的位置.
* 连接 : 把一个字符串的内容连接到另一个足够大的字符串的末尾.
* 求串长 : 统计字符串中有效字符的个数.

134、串与普通的线性表相比较, 它的特殊性体现在( )。   
A、 顺序的存储结构   
B、 链接的存储结构   
C、 数据元素是一个字符   
D、 数据元素可以任意

答案 : C

解析 : 串又称为字符串, 是一种特殊的线性表, 其特殊性体现在数据元素是一个字符, 即串是一种内容受限的线性表, 而栈和队列则是操作受限的线性表.

135、串的长度是指( )。   
A、 串中所含不同字母的个数   
B、 串中所含字符的个数   
C、 串中所含不同字符的个数   
D、 串中所含非空格字符的个数

答案 : B

解析 :

A / C : 忽视了即使种类数相同的字母 / 字符也会被多次记录到串长中.

D : 空格也会被算入到串长当中去.

138、( 重复题目 )串下面关于串的的叙述中, ( )是不正确的。   
A、 串是字符的有限序列   
B、 空串是由空格构成的串  
C、 模式匹配是串的一种重要运算   
D、 串既可以采用顺序存储, 也可以采用链式存储

答案 : B

解析 : 空格常常是串的字符集合中的一个元素, 有一个或多个空格组成的串成为空格串, 零个字符的串成为空串, 其长度为零.

144、( 重复题目 )设有两个串 p 和 q, 其中 q 是 p 的子串, 求 q 在 p 中首次出现的位置的算法称为( )。   
A、 求子串   
B、 联接   
C、 模式匹配   
D、 求串长

答案 : C

145、下面关于串的叙述中, 正确的是  
A、 串是一种特殊的线性表   
B、 串中元素只能是字母  
C、 空串就是空白串   
D、 串的长度必须大于零

答案 : A

解析 : 串又称为字符串, 是一种特殊的线性表, 其特殊性体现在数据元素是一个字符, 即串是一种内容受限的线性表, 而栈和队列则是操作受限的线性表.

147、( 重复题目 )若串 str = "SoftWare", 其子串的个数是( )  
A、 8   
B、 9   
C、 36   
D、 37

答案 : D

150、对于一个链串s, 查找第一个字符值为 x 的算法的时间复杂度为（ ）  
A、 O(1)   
B、 O(n)   
C、 O(n^2)   
D、 以上都不对

答案 : B

解析 : 串是一种特殊的线性表, 故查找指定元素的时间复杂度与线性表相同.

151、( 重复题目 )设有两个串 p 和q, 其中 q 是 p 的子串, 则求 q 在 p 中首次出现位置的算法称为（ ）  
A、 求子串   
B、 串联接   
C、 模式匹配   
D、 求串长

答案 : C

152、在串的 BF 模式匹配中, 当模式串位 j 与目标串位 i 比较时, 两字符不相等, 则 i 的位移方式为（ ）  
A、 i++   
B、 i=j+1   
C、 i=i-j+2   
D、 i=j-i+2

答案 : C

解析 : 模式匹配中两个经典的算法为 : BF( Boy Friend ? ) 算法和 KMP( 看毛片 ? ).

好吧, 其实 BF 的全称为 Brute Force, 即暴力破解的意思, 是指用穷举法, 举出所有可能的结果, 然后逐一检验是否正确.

每当出现不匹配的现象时, 简单模式匹配算法的做法是 : 一律将 i 赋值为 i - j + 2, j 赋值为 1, 然后重新开始比较.

### 树

154、把一棵树转换为二叉树后,这棵二叉树的形态是( )。   
A、 唯一的   
B、 有多种   
C、 有多种,但根结点都没有左孩子   
D、 有多种,但根结点都没有右孩子

答案 : A  
解析 : 因为二叉树有左孩子、右孩子之分, 故一棵树转换为二叉树后, 这棵二叉树的形态是唯一的, 且根结点没有右孩子.

155、由 3 个结点可以构造出多少种不同的二叉树?( )  
A、 2   
B、 3   
C、 4   
D、 5

答案 : D

解析 : 根据 Catalan( 卡特兰数 ) 可得 n 个节点的二叉树有 C(n, 2n) / (n + 1) 种形态.

156、一棵完全二叉树上有 1000 个结点, 其中叶子结点的个数是( )。  
A、 250   
B、 500   
C、 254   
D、 501

答案 : B

解析 :

方法一 : 设度为 0 结点(叶子结点)个数为 n0, 度为 1 的结点个数为 n1, 度为 2 的结点个数为 n2,

由 n0 = n2 + 1, n0 + n1 + n2 = 1000 可得 n0 + n0 - 1 + n1 = 1000, 即 2 \* n0 + n1 - 1 = 1000, 再由完全二叉树的性质可得 n1 = 0 或 1, 又因为 n0 为整数, 所以当 n1 = 1, n0 = 500.

方法二 : 由题得完全二叉树的最后一个结点的编号一定是1000, 进而它的父结点的编号为 1000 / 2 = 500, 叶子结点个数为 1000 - 500 = 500. 即若完全二叉树的最后一个结点的编号是n, 则它的父结点的编号为[n / 2], 叶子结点个数为n - [n / 2].

157、一个具有 1024 个结点的二叉树的高 h 为( )。  
A、 11   
B、 10   
C、 11至1025之间   
D、 11至1024之间

答案 : D  
解析 : 若每层仅有一个结点, 则树高 h 为1024. 而最小树高为 log₂1024 + 1 = 11, 即 h 在 11 ~ 1024 之间.

158、满 m 叉树, 其深度为 h, 则该树第 i 层有( )个结点。(1=<i<=h)  
A、 m^(i-1)   
B、 m^i-1   
C、 m^(h-1)   
D、 m^h-1

答案 : A  
解析 : 深度为 h 的满 m 叉树共有 mh - 1 个结点, 第 i 层有 m ^ (i - 1) 个结点, 可以和二叉树性质联系起来帮助理解.

159、利用二叉链表存储树,则根结点的右指针是( )。  
A、 指向最左孩子   
B、 指向最右孩子   
C、 空   
D、 非空

答案 : C  
解析 : 利用二叉链表存储树时, 右指针指向兄弟结点, 因为根结点没有兄弟结点, 故根结点的右指针指向空。

160、对二叉树的结点从 1 开始进行连续编号, 要求每个结点的编号大于其左、右孩子的编号, 同一结点的左右孩子中, 其左孩子的编号小于其右孩子的编号, 可采用( )遍历实现编号。  
A、 先序   
B、 中序   
C、 后序   
D、 从根开始按层次遍历

答案 : C  
解析 : 根据题意可知按照先左孩子、再右孩子、最后双亲结点的顺序遍历二叉树, 即后序遍历二叉树.

161、若二叉树采用二叉链表存储结构, 要交换其所有分支结点左、右子树的位置, 利用( )遍历方法最合适。  
A、 前序   
B、 中序   
C、 后序   
D、 按层次

答案 : C  
解析 : 后续遍历和层次遍历均可实现左右子树的交换, 不过层次遍历的实现消耗比后续大, 后序遍历方法最合适.

162、在下列存储形式中, ( )不是树的存储形式?   
A、 双亲表示法   
B、 孩子链表表示法   
C、 孩子兄弟表示法   
D、 顺序存储表示法

答案 : D  
解析 : 树的存储结构有三种, 即 双亲表示法、孩子表示法、孩子兄弟表示法, 其中孩子兄弟表示法是常用的表示法, 任意一棵树都能通过孩子兄弟表示法转换为二叉树进行存储.

163、一棵非空的二叉树的先序遍历序列与后序遍历序列正好相反, 则该二叉树一定满足( )。   
A、 所有的结点均无左孩子   
B、 所有的结点均无右孩子   
C、 只有一个叶子结点   
D、 是任意一棵二叉树

答案 : C  
解析 : 因为先序遍历次序的是 “根左右”, 后序遍历的次序是 “左右根”, 所以当没有左子树时, 遍历次序就是 “根右” 和 “右根” ; 当没有右子树时, 遍历次序就是 “左根” 和“ 根左”.

进而可得所有的结点均无左孩子或右孩子均可, 故A、B错误. 又所有的结点均无左孩子或右孩子时, 均只有一个叶子结点, 故选C.

168、树最适合用来表示（ ）  
A、 有序数据元素   
B、 元素之间具有层次关系的数据   
C、 无序数据元素   
D、 元素之间无联系的数据

答案 : B

169、一棵结点个数为n、高度为 h 的m( m>=3 )次树中, 其分支数为（ ）。  
A、 nh   
B、 n-1   
C、 n+h   
D、 h-1

答案 : B

解析 : n - 1 中的 1 指的是 root 节点哈.

170、若一棵 3 叉树中有 2 个度为 3 个结点, 1个度为 2 的结点, 2个度为 1 的结点, 该树一共有（ ）个结点。  
A、 10   
B、 11   
C、 8   
D、 5

答案 : B  
解析 : 由题已知 n3 = 2, n2 = 1, n1 = 2, 故总分支数 = 1*n1 + 2*n2 + 3\*n3 = 10, 总节点数 = 总分支数 + 1(根节点) = 10 + 1 = 11.

171、设树 T 的度为4, 其中度为1、2、3、4的结点个数分别是4、2、1、1, 则 T 中的叶子结点个数是（ ）。  
A、 7   
B、 6   
C、 5   
D、 8

答案 : D  
解析 : 由题已知 : n1 = 4, n2 = 2, n3 = 1, n4 = 1, 分支数 = n1 + 2n2 + 3n3 + 4n4 = 15, 总节点数 = 总分支数 + 1 = 15 + 1 = 16. 进而叶子节点 n0 = n - n1 - n2 - n3 - n4 = 16 - (4 + 2 + 1 + 1) = 8.

172、假设每个结点值为单个字符, 而一棵树的后根遍历序列为ABCDEFGHIJ, 则其根结点值是（ ）。  
A、 J   
B、 以上都不对   
C、 B   
D、 A

答案 : A

解析 : 树的后序遍历次序为 左 —> 右 —> 根, 故遍历结果的尾元素为原树的根节点.

173、一棵度为5, 结点个数为 n 的树采用孩子链表存储结构时, 其中空指针域的个数是（ ）  
A、 4n   
B、 5n   
C、 4n-1   
D、 4n+1

答案 : D  
解析 : 总指针数 = 5 \* n, 非空指针域个数 = 分支数 = n - 1, 故空指针域的个数 = 5n - (n - 1) = 4n + 1.

174、有一棵三叉树, 其中n3 = 2, n2 = 2, n1 = 1, 该树采用孩子兄弟链表存储结构时, 则总的指针域数为（ ）  
A、 16   
B、 24   
C、 36   
D、 10

答案 : B  
解析 : 分支数 = n - 1 = n1 + 2n2 + 3n3 = 11, 故总结点数 n = 12, 又每个结点有两个指针域, 所以总的指针域数为n \*2 = 24.

177、判断线索二叉树中 p 结点为叶子结点的条件是（ ）  
A、 p->ltag==0&&p->ltag==0   
B、 p->ltag==1   
C、 p->lchild==NULL&&p->rchild==NULL   
D、 p->ltag==1&&p->ltag==1

答案 : D

线索二叉树的结点结构如下所示 :

| lchild | ltag | data | rtag | rchild |
| --- | --- | --- | --- | --- |

在二叉树线索化的过程中会把树中的空指针利用起来作为寻找当前节点前驱或后继的线索.

1. 若 ltag = 0 则表示 lchild 为指针, 指向节点的左孩子; 若 ltag = 1 则表示 lchild 为线索, 指向节点的直接前驱.
2. 若 rtag = 0 则表示 rchild 为指针, 指向节点的右孩子; 若 rtag = 1 则表示 rchild 为线索, 指向节点的直接后继.

因叶子节点无左右孩子, 所以其节点的 ltag 与 rtag 的值都为 1, 即分别指向该节点的直接前驱与直接后继.

178、n个结点的线索二叉树上含有的线索个数为（ ）  
A、 2n   
B、 n+1   
C、 n   
D、 n-1

答案 : B

解析 : 无论是什么样的二叉链表, 空线索数均由度为 1 和度为 0 的节点所提供, 其中一个度为 1 的节点提供 1 个空线索数, 一个度为 0 的节点提供 2 个空线索数, 即总的空线索数为: 2\*n0 + n1, 又因 n0 = n2 + 1, 所以 n 个结点的线索二叉树上含有的线索个数为 :

1. 2 \* n0 + n1

* ||

1. 2 \* ( n2 + 1) + n1

* ||

1. 2n2 + 2 + n1

* ||

1. (n0 - 1) + n2 + 2 + n1

* ||

1. n0 + n1 + n2 + 1

* ||

1. n + 1

### 图

185、具有 n 个顶点的有向图最多有( )条边。   
A、 n  
B、 n(n-1)   
C、 n(n+1)   
D、 n2

答案 : B   
解析 : 简单图是没有平行边且没有自环的图.

没有平行边且没有自环, 但是两个顶点可以互指, 所以最多的情况为这个图中任意两个顶点两两相连, 且都是互相指向. 进而最多有 ![fig:](data:image/svg+xml; charset=utf-8;base64,PHN2ZyB4bWxuczp4bGluaz0iaHR0cDovL3d3dy53My5vcmcvMTk5OS94bGluayIgd2lkdGg9IjE1Ljc0M2V4IiBoZWlnaHQ9IjMuMDA5ZXgiIHN0eWxlPSJ2ZXJ0aWNhbC1hbGlnbjogLTAuODM4ZXg7IGZvbnQtc2l6ZTogMTVweDsiIHZpZXdCb3g9IjAgLTkzNC45IDY3NzguMSAxMjk1LjciIHJvbGU9ImltZyIgZm9jdXNhYmxlPSJmYWxzZSIgeG1sbnM9Imh0dHA6Ly93d3cudzMub3JnLzIwMDAvc3ZnIj4KPGRlZnM+CjxwYXRoIHN0cm9rZS13aWR0aD0iMSIgaWQ9IkUxLU1KTUFJTi0zMiIgZD0iTTEwOSA0MjlRODIgNDI5IDY2IDQ0N1Q1MCA0OTFRNTAgNTYyIDEwMyA2MTRUMjM1IDY2NlEzMjYgNjY2IDM4NyA2MTBUNDQ5IDQ2NVE0NDkgNDIyIDQyOSAzODNUMzgxIDMxNVQzMDEgMjQxUTI2NSAyMTAgMjAxIDE0OUwxNDIgOTNMMjE4IDkyUTM3NSA5MiAzODUgOTdRMzkyIDk5IDQwOSAxODZWMTg5SDQ0OVYxODZRNDQ4IDE4MyA0MzYgOTVUNDIxIDNWMEg1MFYxOVYzMVE1MCAzOCA1NiA0NlQ4NiA4MVExMTUgMTEzIDEzNiAxMzdRMTQ1IDE0NyAxNzAgMTc0VDIwNCAyMTFUMjMzIDI0NFQyNjEgMjc4VDI4NCAzMDhUMzA1IDM0MFQzMjAgMzY5VDMzMyA0MDFUMzQwIDQzMVQzNDMgNDY0UTM0MyA1MjcgMzA5IDU3M1QyMTIgNjE5UTE3OSA2MTkgMTU0IDYwMlQxMTkgNTY5VDEwOSA1NTBRMTA5IDU0OSAxMTQgNTQ5UTEzMiA1NDkgMTUxIDUzNVQxNzAgNDg5UTE3MCA0NjQgMTU0IDQ0N1QxMDkgNDI5WiI+PC9wYXRoPgo8cGF0aCBzdHJva2Utd2lkdGg9IjEiIGlkPSJFMS1NSk1BVEhJLTQzIiBkPSJNNTAgMjUyUTUwIDM2NyAxMTcgNDczVDI4NiA2NDFUNDkwIDcwNFE1ODAgNzA0IDYzMyA2NTNRNjQyIDY0MyA2NDggNjM2VDY1NiA2MjZMNjU3IDYyM1E2NjAgNjIzIDY4NCA2NDlRNjkxIDY1NSA2OTkgNjYzVDcxNSA2NzlUNzI1IDY5MEw3NDAgNzA1SDc0NlE3NjAgNzA1IDc2MCA2OThRNzYwIDY5NCA3MjggNTYxUTY5MiA0MjIgNjkyIDQyMVE2OTAgNDE2IDY4NyA0MTVUNjY5IDQxM0g2NTNRNjQ3IDQxOSA2NDcgNDIyUTY0NyA0MjMgNjQ4IDQyOVQ2NTAgNDQ5VDY1MSA0ODFRNjUxIDU1MiA2MTkgNjA1VDUxMCA2NTlRNDg0IDY1OSA0NTQgNjUyVDM4MiA2MjhUMjk5IDU3MlQyMjYgNDc5UTE5NCA0MjIgMTc1IDM0NlQxNTYgMjIyUTE1NiAxMDggMjMyIDU4UTI4MCAyNCAzNTAgMjRRNDQxIDI0IDUxMiA5MlQ2MDYgMjQwUTYxMCAyNTMgNjEyIDI1NVQ2MjggMjU3UTY0OCAyNTcgNjQ4IDI0OFE2NDggMjQzIDY0NyAyMzlRNjE4IDEzMiA1MjMgNTVUMzE5IC0yMlEyMDYgLTIyIDEyOCA1M1Q1MCAyNTJaIj48L3BhdGg+CjxwYXRoIHN0cm9rZS13aWR0aD0iMSIgaWQ9IkUxLU1KTUFUSEktNkUiIGQ9Ik0yMSAyODdRMjIgMjkzIDI0IDMwM1QzNiAzNDFUNTYgMzg4VDg5IDQyNVQxMzUgNDQyUTE3MSA0NDIgMTk1IDQyNFQyMjUgMzkwVDIzMSAzNjlRMjMxIDM2NyAyMzIgMzY3TDI0MyAzNzhRMzA0IDQ0MiAzODIgNDQyUTQzNiA0NDIgNDY5IDQxNVQ1MDMgMzM2VDQ2NSAxNzlUNDI3IDUyUTQyNyAyNiA0NDQgMjZRNDUwIDI2IDQ1MyAyN1E0ODIgMzIgNTA1IDY1VDU0MCAxNDVRNTQyIDE1MyA1NjAgMTUzUTU4MCAxNTMgNTgwIDE0NVE1ODAgMTQ0IDU3NiAxMzBRNTY4IDEwMSA1NTQgNzNUNTA4IDE3VDQzOSAtMTBRMzkyIC0xMCAzNzEgMTdUMzUwIDczUTM1MCA5MiAzODYgMTkzVDQyMyAzNDVRNDIzIDQwNCAzNzkgNDA0SDM3NFEyODggNDA0IDIyOSAzMDNMMjIyIDI5MUwxODkgMTU3UTE1NiAyNiAxNTEgMTZRMTM4IC0xMSAxMDggLTExUTk1IC0xMSA4NyAtNVQ3NiA3VDc0IDE3UTc0IDMwIDExMiAxODBUMTUyIDM0M1ExNTMgMzQ4IDE1MyAzNjZRMTUzIDQwNSAxMjkgNDA1UTkxIDQwNSA2NiAzMDVRNjAgMjg1IDYwIDI4NFE1OCAyNzggNDEgMjc4SDI3UTIxIDI4NCAyMSAyODdaIj48L3BhdGg+CjxwYXRoIHN0cm9rZS13aWR0aD0iMSIgaWQ9IkUxLU1KTUFJTi0zRCIgZD0iTTU2IDM0N1E1NiAzNjAgNzAgMzY3SDcwN1E3MjIgMzU5IDcyMiAzNDdRNzIyIDMzNiA3MDggMzI4TDM5MCAzMjdINzJRNTYgMzMyIDU2IDM0N1pNNTYgMTUzUTU2IDE2OCA3MiAxNzNINzA4UTcyMiAxNjMgNzIyIDE1M1E3MjIgMTQwIDcwNyAxMzNINzBRNTYgMTQwIDU2IDE1M1oiPjwvcGF0aD4KPHBhdGggc3Ryb2tlLXdpZHRoPSIxIiBpZD0iRTEtTUpNQUlOLTI4IiBkPSJNOTQgMjUwUTk0IDMxOSAxMDQgMzgxVDEyNyA0ODhUMTY0IDU3NlQyMDIgNjQzVDI0NCA2OTVUMjc3IDcyOVQzMDIgNzUwSDMxNUgzMTlRMzMzIDc1MCAzMzMgNzQxUTMzMyA3MzggMzE2IDcyMFQyNzUgNjY3VDIyNiA1ODFUMTg0IDQ0M1QxNjcgMjUwVDE4NCA1OFQyMjUgLTgxVDI3NCAtMTY3VDMxNiAtMjIwVDMzMyAtMjQxUTMzMyAtMjUwIDMxOCAtMjUwSDMxNUgzMDJMMjc0IC0yMjZRMTgwIC0xNDEgMTM3IC0xNFQ5NCAyNTBaIj48L3BhdGg+CjxwYXRoIHN0cm9rZS13aWR0aD0iMSIgaWQ9IkUxLU1KTUFJTi0yMjEyIiBkPSJNODQgMjM3VDg0IDI1MFQ5OCAyNzBINjc5UTY5NCAyNjIgNjk0IDI1MFQ2NzkgMjMwSDk4UTg0IDIzNyA4NCAyNTBaIj48L3BhdGg+CjxwYXRoIHN0cm9rZS13aWR0aD0iMSIgaWQ9IkUxLU1KTUFJTi0zMSIgZD0iTTIxMyA1NzhMMjAwIDU3M1ExODYgNTY4IDE2MCA1NjNUMTAyIDU1Nkg4M1Y2MDJIMTAyUTE0OSA2MDQgMTg5IDYxN1QyNDUgNjQxVDI3MyA2NjNRMjc1IDY2NiAyODUgNjY2UTI5NCA2NjYgMzAyIDY2MFYzNjFMMzAzIDYxUTMxMCA1NCAzMTUgNTJUMzM5IDQ4VDQwMSA0Nkg0MjdWMEg0MTZRMzk1IDMgMjU3IDNRMTIxIDMgMTAwIDBIODhWNDZIMTE0UTEzNiA0NiAxNTIgNDZUMTc3IDQ3VDE5MyA1MFQyMDEgNTJUMjA3IDU3VDIxMyA2MVY1NzhaIj48L3BhdGg+CjxwYXRoIHN0cm9rZS13aWR0aD0iMSIgaWQ9IkUxLU1KTUFJTi0yOSIgZD0iTTYwIDc0OUw2NCA3NTBRNjkgNzUwIDc0IDc1MEg4NkwxMTQgNzI2UTIwOCA2NDEgMjUxIDUxNFQyOTQgMjUwUTI5NCAxODIgMjg0IDExOVQyNjEgMTJUMjI0IC03NlQxODYgLTE0M1QxNDUgLTE5NFQxMTMgLTIyN1Q5MCAtMjQ2UTg3IC0yNDkgODYgLTI1MEg3NFE2NiAtMjUwIDYzIC0yNTBUNTggLTI0N1Q1NSAtMjM4UTU2IC0yMzcgNjYgLTIyNVEyMjEgLTY0IDIyMSAyNTBUNjYgNzI1UTU2IDczNyA1NSA3MzhRNTUgNzQ2IDYwIDc0OVoiPjwvcGF0aD4KPC9kZWZzPgo8ZyBzdHJva2U9ImN1cnJlbnRDb2xvciIgZmlsbD0iY3VycmVudENvbG9yIiBzdHJva2Utd2lkdGg9IjAiIHRyYW5zZm9ybT0ibWF0cml4KDEgMCAwIC0xIDAgMCkiPgogPHVzZSB4bGluazpocmVmPSIjRTEtTUpNQUlOLTMyIiB4PSIwIiB5PSIwIj48L3VzZT4KPGcgdHJhbnNmb3JtPSJ0cmFuc2xhdGUoNTAwLDApIj4KIDx1c2UgeGxpbms6aHJlZj0iI0UxLU1KTUFUSEktNDMiIHg9IjAiIHk9IjAiPjwvdXNlPgogPHVzZSB0cmFuc2Zvcm09InNjYWxlKDAuNzA3KSIgeGxpbms6aHJlZj0iI0UxLU1KTUFJTi0zMiIgeD0iMTA5NCIgeT0iNDg4Ij48L3VzZT4KIDx1c2UgdHJhbnNmb3JtPSJzY2FsZSgwLjcwNykiIHhsaW5rOmhyZWY9IiNFMS1NSk1BVEhJLTZFIiB4PSIxMDExIiB5PSItMjEyIj48L3VzZT4KPC9nPgogPHVzZSB4bGluazpocmVmPSIjRTEtTUpNQUlOLTNEIiB4PSIyMDE4IiB5PSIwIj48L3VzZT4KIDx1c2UgeGxpbms6aHJlZj0iI0UxLU1KTUFUSEktNkUiIHg9IjMwNzQiIHk9IjAiPjwvdXNlPgogPHVzZSB4bGluazpocmVmPSIjRTEtTUpNQUlOLTI4IiB4PSIzNjc1IiB5PSIwIj48L3VzZT4KIDx1c2UgeGxpbms6aHJlZj0iI0UxLU1KTUFUSEktNkUiIHg9IjQwNjQiIHk9IjAiPjwvdXNlPgogPHVzZSB4bGluazpocmVmPSIjRTEtTUpNQUlOLTIyMTIiIHg9IjQ4ODciIHk9IjAiPjwvdXNlPgogPHVzZSB4bGluazpocmVmPSIjRTEtTUpNQUlOLTMxIiB4PSI1ODg4IiB5PSIwIj48L3VzZT4KIDx1c2UgeGxpbms6aHJlZj0iI0UxLU1KTUFJTi0yOSIgeD0iNjM4OCIgeT0iMCI+PC91c2U+CjwvZz4KPC9zdmc+) 条边.

186、n个顶点的连通图用邻接距阵表示时, 该距阵至少有( )个非零元素.  
A、 n   
B、 2(n-1)   
C、 n/2   
D、 n2

答案 : B

解析 : 连通图一定是无向图, 有向的叫做强连通图. n个顶点的无向连通图至少有 n - 1 条边.

由于无向图的每条边同时关联两个顶点, 故邻接矩阵中每条边被存储了两次( 对称矩阵 ), 进而至少有 2(n - 1) 个非零元素.

187、G是一个非连通无向图, 共有 28 条边, 则该图至少有( )个顶点。   
A、 7   
B、 8   
C、 9   
D、 10

答案 : C  
解析 : n个顶点的无向图( 完全连通图 )最多有 n(n - 1) / 2 条边, 再添加一个点( n + 1 )即构成非连通无向图.

故由题列得 n(n - 1) / 2 = 28, 解得 n = 8, 进而至少有 n + 1 = 9 个顶点.

188、若从无向图的任意一个顶点出发进行一次深度优先搜索可以访问图中所有的顶点, 则该图一定是( )图。   
A、 非连通   
B、 连通   
C、 强连通   
D、 有向

答案 : B  
解析 : 若从无向图的任意一个顶点出发, 都有到各个顶点的路径, 则称该无向图是连通图.

189、下面( )算法适合构造一个稠密图G的最小生成树。   
A、 Prim算法   
B、 Kruskal算法   
C、 Floyd算法   
D、 Dijkstra算法

答案 : A  
解析 :

* Prim算法 : 适合构造一个稠密图 G 的最小生成树
* Kruskal算法 : 适合构造一个稀疏图 G 的最小生成树
* Floyd算法 : 是解决任意两点间的最短路径的一种算法
* Dijkstra算法 : 典型最短路径算法, 用于计算一个节点到其他各个节点的最短路径

190、用邻接表表示图进行广度优先遍历时, 通常借助( )来实现算法。   
A、 栈   
B、 队列   
C、 树   
D、 图

答案 : B  
解析 : 广度优先遍历(BFS)通常借助队列来实现算法, 而深度优先遍历(DFS)通常借助栈来实现算法.

191、用邻接表表示图进行深度优先遍历时, 通常借助( )来实现算法。   
A、 栈   
B、 队列   
C、 树   
D、 图

答案 : A

195、已知图的邻接矩阵如图 6.30 所示, 则从顶点 v0 出发按深度优先遍历的结果是( )。

图6.30 邻接矩阵   
A、 0 2 4 3 1 5 6   
B、 01 3 6 5 4 2   
C、 0 1 3 4 2 5 6   
D、 0 3 6 1 5 4 2

答案 : C

196、已知图的邻接表如图6.31所示, 则从顶点 v0 出发按广度优先遍历的结果是( ), 按深度优先遍历的结果是( )。

图6.31 邻接表   
A、 0 1 3 2   
B、 0 2 3 1   
C、 0 3 2 1   
D、 0 1 2 3

答案 : D

197、下面( )方法可以判断出一个有向图是否有环。   
A、 深度优先遍历   
B、 拓扑排序   
C、 求最短路径   
D、 求关键路径

答案 : B ( 答案有误, 应为AB )  
解析 : 如果存在回路, 则必存在一个子图, 是一个环路, 且环路中所有顶点的度 >= 2.

**有向图** 是否有环的判定算法主要有 **深度优先** 和 **拓扑排序** 两种.

204( 重复题目 )、下面( )算法适合构造一个稠密图G的最小生成树。   
A、 Prim算法   
B、 Kruskal算法   
C、 Floyd算法   
D、 Dijkstra算法

答案 : A  
解析 : Prim算法适合构造一个稠密图G的最小生成树.

209、图的 BFS 生成树的树高比 DFS 生成树的树高( )。   
A、 小   
B、 相等   
C、 小或相等   
D、 大或相等

答案 : C  
解析 : 树高可以理解为顶点到结点的距离, 对于 BFS 生成树, 每个结点到根结点都是最短距离, 而 DFS 没有这个限制, 因此一般情况下 DFS 生成树的树高 > BFS 生成树的树高. 而对于一些特殊的图, 比如只有一个顶点的图, 其 BFS 生成树的树高和 DFS 生成树的树高相等.

### 查找

215、对n个元素的表做顺序查找时, 若查找每个元素的概率相同, 则平均查找长度为( )。  
A、 (n-1)/2   
B、 n/2   
C、 (n+1)/2   
D、 n

答案 : C  
解析 : 第一个数的比较次数为1, 第二个数的比较次数为2, 以此类推第 n 个数的比较次数为n, 所以总的比较次数为等差数列求和( 首项1, 末项n ) : 1 + 2 + ... + n = n(n + 1) / 2, 故平均比较次数为 [n(n + 1) / 2] / n, 进而平均查找长度为 (n + 1) / 2.

216、适用于折半查找的表的存储方式及元素排列要求为( )。   
A、 链接方式存储,元素无序   
B、 链接方式存储,元素有序   
C、 顺序方式存储,元素无序   
D、 顺序方式存储,元素有序

答案 : D  
解析 : 折半查找也称二分查找( Binary Search ), 要求线性表必须采用顺序存储结构, 而且表中元素按关键字有序排列.

217、如果要求一个线性表既能较快的查找, 又能适应动态变化的要求, 最好采用( )查找法。   
A、 顺序查找   
B、 折半查找   
C、 分块查找   
D、 哈希查找

答案 : C  
解析 : 分块查找也叫索引查找, 是折半查找和顺序查找的一种改进方法, 其的优点是 : "块间有序, 块内无序", 因此适合做频繁的插入删除.

218、折半查找有序表(4,6,10,12,20,30,50,70,88,100)。若查找表中元素58, 则它将依次与表中( )比较大小, 查找结果是失败。   
A、 20,70,30,50   
B、 30,88,70,50   
C、 20,50   
D、 30,88,50

答案 : A  
解析 : 二分查找中确定中间值的代码是 middle = (low + high) / 2, 判别查找失败的代码为 high < low.

1. 第一轮两端点为[0, 9], mid为4, 58 > 20, 区间右移
2. 第二轮两端点为[5, 9], mid为7, 58 < 70, 区间左移
3. 第三轮两端点为[5, 6], mid为5, 58 > 30, 区间右移
4. 第四轮两端点为[6, 6], mid为6, 58 > 50, 区间右移
5. 此时high(6) < low(7), 查找失败, 跳出循环

219、对 22 个记录的有序表作折半查找, 当查找失败时, 至少需要比较( )次关键字。   
A、 3   
B、 4   
C、 5   
D、 6

答案 : B  
解析 : 22个记录的有序表, 其折半查找的判定树深度为 log₂22 + 1 = 5, 且该判定树不是满二叉树( 除最后一层无任何子节点外, 每一层上的所有结点都有两个子结点的二叉树 ), 即查找失败时至多比较 5 次, 至少比较 4 次.

220、折半搜索与二叉排序树的时间性能( )。   
A、 相同   
B、 完全不同   
C、 有时不相同   
D、 数量级都是O(log2n)

答案 : C

解析 : 不一定相同.

* 折半查找 : 必须要求记录有序, 采用顺序存储, 利用这个特点, 折半查找的效率也比顺序查找高, 其时间复杂度为O(logN).
* 二叉查找树 : 若它的左子树不为空, 则左子树上所有节点的值均小于根节点. 若它的右子树不为空, 则右子树上所有节点的值均大于根节点. 它的左右子树都是二叉查找树.

二叉排序树不一定是平衡树, 因为它是只要求了左右子树与根结点存在大小关系, 但是对左右子树之间没有层次差异的约束, 进而通过二叉排序树进行查找不一定能够满足O(logN), 例如一棵只有多层左子树的而叉排序树. 只有是一棵平衡的二叉排序树时, 其查找时间性能才和折半查找类似.

221、分别以下列序列构造二叉排序树, 与用其它三个序列所构造的结果不同的是( )。   
A、 (100,80, 90, 60, 120,110,130)   
B、 (100,120,110,130,80, 60, 90)   
C、 (100,60, 80, 90, 120,110,130)   
D、 (100,80, 60, 90, 120,130,110)

答案 : C  
解析 : A、B、C、D选项中构造的二叉排序树都以 100 为根, 又知A、B、D三个序列中第一个比 100 小的关键字为80, 即 100 的左孩子为80, 而 C 选项中100的左孩子为60, 故选C.

二叉排序树的定义 : 又称为二叉查找树. 二叉排序树或者是一棵空树, 或者是具有以下性质的二叉树 :

* 若其左子树不为空, 则左子树上的所有节点的值均小于它的根结点的值
* 若其右子树不为空, 则右子树上的所有节点的值均大于它的根结点的值
* 左右子树又分别是二叉排序树

13、采用排序算法对 n 个元素进行排序, 其排序趟数肯定为 n-1 趟的排序方法是（ ）。  
A、简单选择和直接插入  
B、直接插入和快速   
C、简单选择和冒泡  
D、冒泡和快速

正确答案 : A  
解析 :

* 冒泡排序为 1 ～ n-1 趟
* 快速排序为 log2n ～ n-1 趟
* 简单选择和直接插入为 n - 1 趟

11、单选快速排序在（ ）情况下最不利于发挥其长处。  
A、排序的数据个数为奇数  
B、排序的数据中含有多个相同值  
C、排序的数据量太大  
D、排序的数据已基本有序

答案 : D  
解析 : 平均情况下快速排序的时间复杂度是O(nlogn), 空间复杂度是O(log⁡n).

若排序的数据已基本有序, 快速排序的时间复杂度则为O(n²).

8、单选冒泡排序最少元素移动的次数是（ ）。  
A、1  
B、0  
C、3n(n-1)/2  
D、n

答案 : B  
解析 : 数据有序的情况下冒泡排序无需移动元素.

9、对有 n 个记录的表进行直接插入排序, 在最好情况下需比较（ ）次关键字。  
A、n(n-1)/2  
B、n+1  
C、n/2  
D、n-1

正确答案 : D  
解析 : 直接插入排序在初始数据为正序时效率最好, 此时仅需要进行 n - 1 次关键字比较即可.

10、以下关于排序的叙述中正确的是（ ）。  
A、对同一个顺序表使用不同的排序方法进行排序，得到的排序结果可能不同   
B、排序方法都是在顺序表上实现的，在链表上无法实现排序方法   
C、在顺序表上实现的排序方法在链表上也同样适合   
D、稳定的排序方法优于不稳定的排序方法，因为稳定的排序方法效率较高

答案 : A  
解析 :

A : 由于排序方法具有不同的稳定性, 所以对同一个顺序表( 存在相同的多个关键字记录 )使用不同的排序方法进行排序, 得到的排序结果可能不同.

B / C : 有些排序方法既可以上顺序表上实现，也可以在链表上实现，但不是所有的排序方法都如此。

D : 稳定的排序方法的效率不一定都比不稳定的排序方法高。

## 判断题

1. 线性表的逻辑顺序总是与其物理顺序一致。（ ）

答案 : 错

解析 : 线性表有两种存储方式, 即顺序与链式存储, 只有用顺序表时, 逻辑顺序才和物理顺序一致.

1. 线性表的顺序存储优于链式存储。（ ）

答案 : 错

解析 : 不一定哟, 各有所长哈.

1. 在长度为 n 的顺序表中, 求第 i 个元素的直接前驱算法的时间复杂度为0(1)。（ ）

答案 : 对

解析 : 假设顺序表L, 长度为n, 则第 i 个节点为L[i], 直接前驱为L[i-1], 故为O(1).

1. 若一棵二叉树中的结点均无右孩子, 则该二叉树的中根遍历和后根遍历序列正好相反。（ ）

答案 : 错

解析 : 均无左孩子的情况下刚好相反哈.

1. 顺序表和一维数组一样, 都可以按下标随机( 或直接 )访问。（ ）

答案 : 对

扩 : 顺序表支持随机访问, 但单链表不行哒.

1. 任何一棵二叉树的叶结点在三种遍历中的相对次序是不变的。（ ）

答案 : 对

解析 : 因为根据三个遍历的次序和特点为 : 前序是根左右、中序是左根右、后序是左右根, 因此相对次序发生变化的都是子树的根, 即分支结点.

1. 对平衡二叉树进行中根遍历, 可得到结点的有序排列。（ ）

* 答案 : 对
* 解析 : 平衡二叉树的特点为 :
  1. 非叶子节点最多拥有两个子节点
  2. 非叶子节值大于左边子节点、小于右边子节点 (故中序遍历为有序排列 )
  3. 树的左右两边的层级数相差不会大于1
  4. 没有值相等重复的节点

1. 在一棵二叉树中，假定每个结点只有左子女, 没有右子女, 对它分别进行前序遍历和中根遍历, 则具有相  
   同的结果。( )

* 答案 : 错
* 解析 : 若每个节点只有右子女, 则前序与中序遍历的结果刚好相反.

1. 拓扑排序是指结点的值是有序排序的。（ ）

* 答案 : 错

1. 在散列法中采取开散列( 链地址 )法来解决冲突时, 其装载因子的取值一定在(0,1)之间。( )

* 答案 : 错
* 解析 : 装载因子 = 关键字个数 / 表长

1. 图的深度优先搜索是一种典型的回溯搜索的例子, 可以通过递归算法求解。( )

* 答案 : 对

1. 对二叉排序树进行中根遍历，可得到结点的有序排列。（ ）

* 答案 : 对
* 解析 : 二叉排序树又称为二叉查找树, 它要么是一棵空树, 要么是具有下列性质的二叉树 :
  1. 若它的左子树不为空, 则左子树上所有结点的值均小于它的根结点的值
  2. 若它的右子树不为空, 则右子树上所有结点的值均大于它的根结点的值
  3. 它的左右子树也分别为二叉排序树

1. ( 重复题目 )任何一棵二叉树的叶结点在三种遍历中的相对次序是不变的。（ ）

* 答案 : 对

1. 边数很少的稀疏图，适宜用邻接矩阵表示。（ ）

* 答案 : 错
* 解析 :
  + 稀疏图用邻接表存储
  + 稠密图用邻接矩阵存储
* 邻接表只存储非零节点, 而邻接矩阵则要把所有的节点信息( 非零节点与零节点 )都存储下来.
* 稀疏图的非零节点不多, 所以选用邻接表效率高, 如果选用邻接矩阵则效率很低, 因为矩阵中大多都会是零节点. 而稠密图的非零界点多, 零节点少, 故适合使用邻接矩阵存储.

1. 二叉树是一棵无序树。( )

* 答案 : 错

1. 对于一棵具有 n 个结点, 其高度为 h 的二叉树, 进行任一种次序遍历的时间复杂度为O(n)。( )

* 答案 : 对

1. 当待排序序列初始有序时, 快速排序的时间复杂性为O(n)。（ ）

* 答案 : 错
* 解析 : 平均情况下快速排序的时间复杂度是O(nlogn), 空间复杂度是O(log⁡n).
* 若排序的数据已基本有序, 则其时间复杂度则为O(n²).

1. 顺序表的空间利用率高于链表。（ ）

* 答案 : 对
* 解析 : 毕竟链表中的每个节点都需要花费格外的空间来存储指针.

1. 采用不同的遍历方法, 所得到的无向图的生成树是不同的。（ ）

* 答案 : 对

1. 单链表可以实现随机存取。（ ）

* 答案 : 错
* 扩 : 顺序表与数组则支持随机访问哈.

1. 理想情况下哈希查找的等概率查找成功的平均查找长度是O(1)。( )

* 答案 : 对

1. 边数很少的稀疏图, 适宜用邻接表表示。（ ）

* 答案 : 对
* 解析 : 稀疏图适合用邻接表存储, 而稠密图适合用邻接矩阵存储.

1. 强连通分量是有向图中的极大强连通子图。( )

* 答案 : 对

1. 顺序查找法适用于存储结构为顺序或链接存储的线性表。（ ）

* 答案 : 对

1. 若让元素1, 2, 3依次进栈, 则出栈次序1,3,2是不可能出现的情况。（ ）

* 答案 : 错
* 解析 : Stack 的特性为 FILO / LIFO. 故出栈次序 1, 3, 2 的步骤如下 :
  1. 1 先进栈, 然后立即弹出
  2. 2 进栈
  3. 3 进栈, 然后立即弹出
  4. 最后弹出栈中唯一的元素 2

1. 对任何用顶点表示活动的网络( AOV网 )进行拓扑排序的结果都是唯一的。( )

* 答案 : 错

1. 邻接矩阵适用于稠密图( 边数接近于顶点数的平方 ), 邻接表适用于稀疏图( 边数远小于顶点数的平方 )。( )

* 答案 : 对
* 解析 : 邻接表只存储非零节点, 而邻接矩阵则要把所有的节点信息( 非零节点与零节点 )都存储下来.
* 稀疏图的非零节点不多, 所以选用邻接表效率高, 如果选用邻接矩阵则效率很低, 因为矩阵中大多都会是零节点. 而稠密图的非零界点多, 零节点少, 故适合使用邻接矩阵存储.

1. 算法和程序原则上没有区别, 在讨论数据结构时二者是通用的。( )

* 答案 : 错
* 解析 : 程序 = 算法 + 数据结构 ( 好好体会吧, 愿你某天也能成为大牛嘿嘿 )

1. 循环链表的结点与单链表的结点结构完全相同, 只是结点间的连接方式不同。（ ）

* 答案 : 对
* 解析 : 循环链表中尾节点的 next 指针指向头节点哈.

1. 能够在链接存储的有序表上进行折半查找, 其时间复杂度与在顺序存储的有序表上相同。( )

* 答案 : 错
* 解析 : 因链表不支持随机访问, 故查找的时间复杂度为O(n), 而顺序表查找的时间复杂度则为O(1).

1. 一个无向连通图的生成树是图的极大的连通子图。（ ）

* 答案 : 错

1. 对稀疏矩阵进行压缩存储是为了节省存储空间。（ ）

* 答案 : 对

1. 快速排序的时间复杂性不受数据初始状态影响，恒为O(nlog2n)。（ ）

* 答案 : 错
* 解析 : 平均情况下快速排序的时间复杂度是O(nlogn), 空间复杂度是O(log⁡n).
* 若排序的数据已基本有序, 则其时间复杂度则为O(n²).

1. 只有用面向对象的计算机语言才能描述数据结构算法。（ ）

* 答案 : 错
* 解析 : 伪代码和自然语言也可以哈.

1. 如果无向图中每个顶点的度都大于等于2，则该图中必有回路。( )

* 答案 : 对

1. 邻接表只能用于有向图的存储, 邻接矩阵对于有向图和无向图的存储都适用。( )

* 答案 : 错

1. 折半查找所对应的判定树, 既是一棵二叉查找树, 又是一棵理想平衡二叉树。( )

* 答案 : 对

1. 存储无向图的邻接矩阵是对称的, 因此可以只存储邻接矩阵的下( 上 )三角部分。( )

* 答案 : 对

1. ( 重复题目 )对稀疏矩阵进行压缩存储是为了便于进行矩阵运算。（ ）

* 答案 : 错

1. 在任意一棵二叉树的前序序列和后序序列中, 各叶子之间的相对次序关系都相同。（ ）

* 答案 : 对
* 解析 : 前序序列为 根左右, 后序序列为 左右根, 其中左右的相对次序并未放生改变哈.

1. 采用不同的遍历方法, 所得到的无向图的生成树总是相同的。（ ）

* 答案 : 错
* 解析 : 采用不同的遍历方法, 所得到的无向图的生成树是不同的.

1. 对于同一组记录, 生成二叉搜索树的形态与插入记录的次序无关。( )

* 答案 : 错

1. 对一个有向图进行拓扑排序, 一定可以将图的所有顶点按其关键码大小排列到一个拓扑有序的序列中。( )

* 答案 : 错

1. 链式栈与顺序栈相比, 一个明显的优点是通常不会出现栈满的情况。（ ）

* 答案 : 对

1. 边数很少的稀疏图, 适宜用邻接矩阵表示。（ ）

* 答案 : 错
* 解析 : 稀疏图适合用邻接表存储, 而稠密图适合用邻接矩阵存储.

1. 递归的算法简单、易懂、容易编写, 而且执行效率也高。（ ）

* 答案 : 错

1. 链队列的出队操作总是需要修改尾指针。（ ）

* 答案 : 错
* 解析 : 链式队列出队时需要修改头指针, 入队时则需要修改尾指针.

1. 栈和队列都是顺序存取的线性表, 但它们对存取位置的限制不同。（ ）

* 答案 : 对
* 解析 : 栈在栈顶进行操作元素, 而队列在队头出队, 在队尾入队哈.

1. 数据的逻辑结构是指各数据元素之间的逻辑关系，是用户根据应用需要建立的。

* 答案 : 对

1. 直接选择排序是一种稳定的排序方法。( )

* 答案 : 错
* 解析 : 直接选择排序是不稳定的.
* 算法稳定性的定义为 : 对于待排序列中相同项的原来次序, 不被算法改变则称该算法稳定.
* 注意点 : 用数组实现的选择排序是不稳定的, 而用链表实现的选择排序是稳定的.

1. ( 重复题目 )线性表的逻辑顺序总是与其物理顺序一致。（ ）

* 答案 : 错
* 解析 : 线性表有两种存储方式, 即顺序与链式存储, 只有用顺序表时, 逻辑顺序才和物理顺序一致.

1. ( 重复题目 )对平衡二叉树进行中根遍历, 可得到结点的有序序列。（ ）

* 答案 : 对

1. 双向循环链表的结点与单链表的结点结构相同, 只是结点间的连接方式不同。（ ）

* 答案 : 错
* 解析 : 结点结构相同也不同, 因为双向循环链表中每个节点具有两个指针, 即指向前一节点的previous及指向后一节点的next指针, 而单链表仅有next指针哈.

1. 在顺序表中, 逻辑上相邻的元素在物理位置上不一定相邻。（ ）

* 答案 : 错
* 解析 : 线性表有两种存储方式, 即顺序与链式存储, 只有用顺序表时, 逻辑顺序才和物理顺序一致.

1. 对于一棵具有 n 个结点, 其高度为 h 的任何二叉树, 进行任一种次序遍历的时间复杂度均为O(h)。( )

* 答案 : 错
* 解析 : 对于一棵具有 n 个结点, 其高度为 h 的二叉树, 进行任一种次序遍历的时间复杂度为O(n).

1. 当输入序列已经基本有序时, 起泡排序需要比较关键码的次数, 比快速排序还要少。( )

* 答案 : 对

1. ( 重复题目 )顺序查找法适用于存储结构为顺序或链接存储的线性表。( )

* 答案 : 对

1. 插入与删除操作是数据结构中最基本的两种操作, 因此这两种操作在数组中也经常被使用。（ ）

* 答案 : 错
* 解析 : 这就好像说学校计算机整体教学水平很高, 因此我编程就很厉害噗嗤 ? !

1. 在一个有向图中，所有顶点的入度之和等于所有顶点的出度之和。（ ）

* 答案 : 对

1. 在用循环单链表表示的链式队列中, 可以不设队头指针, 仅在链尾设置队尾指针。（ ）

* 答案 : 对
* 解析 : 因为循环单链表中尾节点的next指针指向的是队头节点, 故出队或入队时仅需移动尾指针即可.

1. 在二叉排序树中插入新结点时, 新结点总是作为叶子结点插入。（ ）

* 答案 : 对

1. ( 重复题目 )边数很少的稀疏图, 适宜用邻接表表示。（ ）

* 答案 : 对

1. 链队列的出队操作总是需要修改尾指针。（ ）

* 答案 : 错
* 解析 : 链队出队时需要修改头指针.

1. ( ❗ ) 链队列的出队操作是不需要修改尾指针的。（ ）

* 答案 : 错
* 解析 : 当出队节点为最后一个节点时, 则需要修改头尾指针哈.

1. 图的广度优先搜索算法通常采用非递归算法求解。( )

* 答案 : 对
* 解析 : 深度优先搜索借助辅助栈进行递归式遍历, 而广度优先搜索则借助队列进行层次式遍历.

1. 拓扑排序是指结点的值是有序排序的。（ ）

* 答案 : 错
* 解析 : 拓扑排序是对结点的先后逻辑关系进行排序, 和节点值没有关系.

1. 数据的逻辑结构与数据元素本身的内容和形式无关。

* 答案 : 对

1. 在树的存储中, 若使每个结点带有指向双亲结点的指针, 这为在算法中寻找双亲结点带来方便。( )

* 答案 : 对

1. 边数很多的稠密图，适宜用邻接表表示。（ ）

* 答案 : 错
* 解析 : 稀疏图适宜用邻接表存储, 而稠密图适宜用邻接矩阵存储.

1. 对一个连通图进行一次深度优先搜索可以遍访图中的所有顶点。( )

* 答案 : 对

1. 用字符数组存储长度为 n 的字符串, 数组长度至少为n + 1。（ ）

* 答案 : 对
* 解析 : 因为数组的尾部需要添加字符串结束符 \0.

1. 线性表若采用链式存储表示时, 其存储结点的地址可连续也可不连续。（ ）

* 答案 : 对

1. ( 重复题目 )在二叉排序树中插入新结点时，新结点总是作为叶子结点插入。 （ ）

* 答案 : 对

1. 在线索二叉树中每个结点通过线索都可以直接找到它的前驱和后继。（ ）

* 答案 : 错
* 解析 : 若线索二叉树中的某一节点有左右孩子节点, 则该节点的 ltag 与 rtag 的值都为 0, 故无法指向该节点的直接前驱与直接后继.

1. 数据元素是数据的最小单位。

* 答案 : 错
* 解析 : 数据元素是数据的基本单位.
* 数据项是数据元素不可分割的最小单位, 一个数据元素可由若干个数据项( Data Item )组成.

1. ( 重复题目 )在长度为 n 的顺序表中, 求第 i 个元素的直接前驱算法的时间复杂度为0（1）。（ ）

* 答案 : 对
* 解析 : 假设顺序表L, 长度为n, 则第 i 个节点为L[ i ], 直接前驱为L[i - 1], 故为O(1).
* 1．在决定选取何种存储结构时, 一般不考虑各结点的值如何。（）
* 答案 : 对
* 2．抽象数据类型( ADT )包括定义和实现两方面, 其中定义是独立于实现的, 定义仅给出一个 ADT 的逻辑特性,不必考虑如何在计算机中实现。（ ）
* 答案 : 对
* 3．线性表采用链式存储结构时, 结点和结点内部的存储空间可以是不连续的。（ ）
* 答案 : 错
* 解析 : 线性表中的结点和结点内部的存储空间是连续的.
* 7．顺序存储方式只能用于存储线性结构。（ ）
* 答案 : 错
* 解析 : 顺序存储方式可以存储线性结构与链式结构.
* 10．线性表就是顺序存储的表。（ ）
* 答案 : 错
* 解析 : 线性表有两种存储方式, 即顺序存储与链式存储.
* 12．循环链表不是线性表。（ ）
* 答案 : 错
* 解析 : 线性表包含顺序表与链表, 而链表又包含单链表、单向循环链表、双向循环链表.
* 13．链表是采用链式存储结构的线性表, 进行插入、删除操作时, 在链表中比在顺序表中效率高。（ ）
* 答案 : 对
* 链表相比较顺序表而言, 插入与删除操作仅需修改指针即可, 故空间复杂度为O(1)哈. 而顺序表在插入或删除操作后, 还需要移动元素, 故平均空间复杂度为O(n)哈.
* 14．双向链表可随机访问任一结点。（ ）
* 答案 : 错
* 解析 : 可随机访问是顺序表的特点哟, 而链表访问其中节点则需要遍历.
* 16．队列是一种插入和删除操作分别在表的两端进行的线性表, 是一种先进后出的结构。（ ）
* 答案 : 错
* 解析 : 队列的特点为 First In First Out / Last In Last Out.
* 25．二叉树的后序遍历序列中, 任意一个结点均处在其孩子结点的后面。（ ）
* 答案 : 对
* 解析 : 后序遍历的次序为 : 左 -> 右 -> 根.
* 26．度为 2 的有序树是二叉树。（ ）
* 答案 : 错
* 解析 :
  1. 度不同
* 度为 2 的树要求每个节点最多只能有两棵子树, 并且至少有一个节点有两棵子树. 二叉树的要求是度不超过2, 节点最多有两个叉, 可以是 1 或者0.
* 在任意一棵二叉树中, 叶子结点总是比度为 2 的结点多一个.
  1. 分支不同
* 度为 2 的树有两个分支, 但分支没有左右之分.  
  一棵二叉树也有两个分支, 但有左右之分, 左右子树的次序不能随意颠倒.
  1. 次序不同
* 度为 2 的树从形式上看与二叉树很相似, 但它的子树是无序的. 而二叉树是有序的, 即在一般树中若某结点只有一个孩子, 就无需区分其左右次序, 而在二叉树中即使是一个孩子也有左右之分.
* 27．二叉树的前序遍历序列中, 任意一个结点均处在其孩子结点的前面。（ ）
* 答案 : 对
* 解析 : 前序遍历的次序为 根 -> 左 -> 右.
* 28．用一维数组存储二叉树时, 总是以前序遍历顺序存储结点。（ ）
* 答案 : 错
* 29．若已知一棵二叉树的前序遍历序列和后序遍历序列, 则可以恢复该二叉树。（ ）
* 答案 : 错
* 解析 : 恢复二叉树两种情况( 其中必须要有中序 )
  1. 已知前序和中序
  2. 已知后序和中序
* 40．具有 n 个结点的二叉排序树有多种, 其中树高最小的二叉排序树是最佳的。（ ）
* 答案 : 对
* 42、栈和队列都是限制存取点的线性结构。（ ）
* 答案 : 对
* 解析 : 栈在栈顶对元素进行操作, 而队列在队头出队, 在队尾入队.
* 44、若一个栈的输入序列是1, 2, 3···n, 输出序列的第一个元素是i, 则第 i 个输出元素不确定。（ ）
* 答案 : 对
* 解析 : 栈的入栈与出栈的次序是不固定的哈.
* 46、链队列与循环队列相比, 前者不会发生溢出。（ ）
* 答案 : 对
* 48、( 重复题目 )数据元素是数据的最小单位。（ ）
* 答案 : 错
* 52.数据的逻辑结构与数据元素本身的内容和形式无关。（ ）
* 答案 : 对
* 53.一个数据结构是由一个逻辑结构和这个逻辑结构上的一个基本运算集构成的整体。（ ）
* 答案 : 对
* 55.数据的逻辑结构和数据的存储结构是相同的。（ ）
* 答案 : 错
* 解析 : 数据的逻辑结构用于描述数据之间的关系, 而数据的存储结构与相应数据在内存中的物理地址有关, 它是数据的逻辑结构在计算机上的具体语言实现.
* 57.从逻辑关系上讲, 数据结构主要分为线性结构和非线性结构。（ ）
* 答案 : 对
* 58.数据的存储结构是数据的逻辑结构的存储映像。（ ）
* 答案 : 错
* 解析 : 数据的逻辑结构可以独立于存储结构来考虑, 反之不可以.
* 59.数据的物理结构是指数据在计算机内实际的存储形式。（ ）
* 答案 : 对
  1. 数据的逻辑结构是依赖于计算机的。（ ）
* 答案 : 错
* 解析 : 数据的逻辑结构用于描述数据之间的关系, 而数据的存储结构与相应数据在内存中的物理地址有关, 它是数据的逻辑结构在计算机上的具体语言实现.
  1. 算法是对解题方法和的描述步骤。（ ）
* 答案 : 对
* 66．设一棵二叉树的先序序列和后序序列, 则能够唯一确定出该二叉树的形状。（ ）
* 答案 : 错
* 解析 : 恢复 / 确定二叉树两种情况( 其中必须要有中序 )
  1. 已知前序和中序
  2. 已知后序和中序
* 69．线性表的顺序存储结构比链式存储结构更好。（ ）
* 答案 : 错
* 解析 : 各有所长哈, 例如顺序存储支持随机存取. 链式存储较线性存储, 其插入及删除的时间复杂度较低.
* 70．中序遍历二叉排序树可以得到一个有序的序列。（ ）
* 答案 : 对
* 解析 : 二叉排序树又称为二叉查找树, 它要么是一棵空树, 要么是具有下列性质的二叉树 :
  1. 若它的左子树不为空, 则左子树上所有结点的值均小于它的根结点的值
  2. 若它的右子树不为空, 则右子树上所有结点的值均大于它的根结点的值
  3. 它的左右子树也分别为二叉排序树
* 72.不论是入队列操作还是入栈操作, 在顺序存储结构上都需要考虑“ 溢出 ”情况。（ ）
* 答案 : 对
* 73．( ❗ )当向二叉排序树中插入一个结点，则该结点一定成为叶子结点。（ ）
* 答案 : 对
* 96．( 重复题目 )中序遍历一棵二叉排序树可以得到一个有序的序列。( )
* 答案 : 对
* 97．入栈操作和入队列操作在链式存储结构上实现时不需要考虑栈溢出的情况。( )
* 答案 : 对
* 解析 : 链式存储结构是动态分配空间的, 而在顺序存储则需要考虑栈溢出的情况哈.

## 应用题

以下算法均使用 C++ 实现, 代码 注释详细、程序精简、而且每个程序都是单独 可运行 的哟 (●'◡'●)~

不会 C++ 的童鞋可以看下我的这个笔记哈 : [两小时从 C 过渡到 C++](https://algorithm.show/cpp-tutorial/c-to-cpp-in-two-hours/c-to-cpp-in-two-hours.html)

### 1. 单链表的插入

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,21  
 \*  
 \* 1.单链表的插入  
 \* (1).从头节点进行插入  
 \* (2).从尾节点进行插入  
 \* (3).从指向节点前进行插入  
 \* (4).从指定节点后进行插入  
 \*/  
#include "iostream"  
  
using namespace std;  
  
class List {  
public:  
 List() { createList(); }  
  
 // 创建头节点  
 void createList();  
  
 // 从头部插入  
 void insert(const int &d);  
  
 // 从尾部插入  
 void insertTail(const int &d);  
  
 // 在指定位置之后插入  
 void insertPosAfter(const int &d, const int &d1);  
  
 // 在指定位置之前插入  
 void insertPosBefore(const int &d, const int &d1);  
  
 // 打印  
 void print();  
  
private:  
 // 定义节点结构  
 struct Node {  
 int data;  
 Node \*next;  
  
 Node(const int &d) : data(d), next(NULL) {}  
 };  
  
 // 声明链表头节点  
 Node \*head;  
  
 // 查找 d 的节点位置  
 Node \*find(const int &d) {  
 Node \*p = head;  
 while (p != NULL) {  
 if (p->data == d) {  
 break;  
 }  
 p = p->next;  
 }  
 return p;  
 }  
  
 // 查找 d 前一节点的位置  
 Node \*findBefore(const int &d) {  
 Node \*p = head, \*preNode = NULL;  
 while (p != NULL) {  
 if (p->data == d) {  
 break;  
 }  
 preNode = p;  
 p = p->next;  
 }  
 return preNode;  
 }  
  
 // 查找尾部节点  
 Node \*findTail() {  
 Node \*p = head;  
 while (p->next != NULL) {  
 p = p->next;  
 }  
 return p;  
 }  
};  
  
// 创建头节点  
void List::createList() {  
 head = new Node(0);  
}  
  
// 从头插入一个节点  
void List::insert(const int &d) {  
 Node \*p = new Node(d);  
 p->next = head->next;  
 head->next = p;  
}  
  
// 从尾部插入一个节点  
void List::insertTail(const int &d) {  
 Node \*p = new Node(d);  
 Node \*q = findTail();  
 q->next = p;  
}  
  
// 在 d 位置之后插入 d1  
void List::insertPosAfter(const int &d, const int &d1) {  
 Node \*p = find(d);  
 Node \*q = new Node(d1);  
 q->next = p->next;  
 p->next = q;  
}  
  
// 在 d 位置之前插入 d1  
void List::insertPosBefore(const int &d, const int &d1) {  
 Node \*p = findBefore(d);  
 Node \*q = new Node(d1);  
 q->next = p->next;  
 p->next = q;  
}  
  
// 打印函数  
void List::print() {  
 cout << "print result be shown below: " << endl;  
 Node \*p = head->next;  
 while (p != NULL) {  
 cout << p->data << ", ";  
 p = p->next;  
 }  
 cout << endl;  
}  
  
// 测试  
int main() {  
 // 从头部将节点据插入到链表中  
 List list;  
 list.insert(1);  
 list.insert(3);  
 list.insert(5);  
 // 打印链表  
 list.print();  
  
 // 将新节点插入到指点节点之前  
 list.insertPosBefore(1, 2);  
 list.insertPosBefore(3, 4);  
 list.insertPosBefore(5, 6);  
 // 打印链表  
 list.print();  
  
 // 从尾部将节点插入到链表中  
 list.insertTail(-1);  
 list.insertTail(-3);  
 list.insertTail(-5);  
 // 打印链表  
 list.print();  
  
  
 // 将新节点插入到指定节点之后  
 list.insertPosAfter(-1, -2);  
 list.insertPosAfter(-3, -4);  
 list.insertPosAfter(-5, -6);  
 //打印链表  
 list.print();  
  
 return 0;  
}

程序运行结果如下 :

print result be shown below:  
5, 3, 1,  
print result be shown below:  
6, 5, 4, 3, 2, 1,  
print result be shown below:  
6, 5, 4, 3, 2, 1, -1, -3, -5,  
print result be shown below:  
6, 5, 4, 3, 2, 1, -1, -2, -3, -4, -5, -6,

### 2. 单链表的删除

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,21  
 \*  
 \* 2.单链表的删除  
 \* (1).删除头节点  
 \* (2).删除尾节点  
 \* (3).删除指定节点  
 \* (4).删除指定节点的前一个节点  
 \* (5).删除指定节点的后一个节点  
 \*/  
#include "iostream"  
  
using namespace std;  
  
class List {  
public:  
 List() { createList(); }  
  
 // 创建头节点  
 void createList();  
  
 // 从头部插入  
 void insert(const int &d);  
  
 // 删除头节点  
 void delHead();  
  
 // 删除尾节点  
 void delTail();  
  
 // 删除指定节点  
 void del(const int &d);  
  
 // 删除指定节点的前一个节点  
 void delBefore(const int &d);  
  
 // 删除指定节点的后一个节点  
 void delAfter(const int &d);  
  
 // 打印  
 void print();  
  
private:  
 // 定义节点结构  
 struct Node {  
 int data;  
 Node \*next;  
  
 Node(const int &d) : data(d), next(NULL) {}  
 };  
  
 // 声明链表头节点  
 Node \*head;  
  
 // 查找 d 的节点位置  
 Node \*find(const int &d) {  
 Node \*p = head;  
 while (p != NULL) {  
 if (p->data == d) {  
 break;  
 }  
 p = p->next;  
 }  
 return p;  
 }  
  
 // 查找 d 前一节点的位置  
 Node \*findBefore(const int &d) {  
 Node \*p = head, \*preNode = NULL;  
 while (p != NULL) {  
 if (p->data == d) {  
 break;  
 }  
 preNode = p;  
 p = p->next;  
 }  
 return preNode;  
 }  
  
 // 查找 d 前一节点的前一个节点的位置  
 Node \*findBBefore(const int &d) {  
 Node \*p = head, \*preNode = head, \*ppreNode = head;  
 while (p != NULL) {  
 if (p->data == d) {  
 break;  
 }  
 ppreNode = preNode;  
 preNode = p;  
 p = p->next;  
 }  
 return ppreNode;  
 }  
  
 // 查找尾部节点的前一个节点的位置  
 Node \*findTailBefore() {  
 Node \*p = head;  
 while (p->next->next != NULL) {  
 p = p->next;  
 }  
 return p;  
 }  
  
};  
  
// 创建头节点  
void List::createList() {  
 head = new Node(0);  
}  
  
// 从头插入一个节点  
void List::insert(const int &d) {  
 Node \*p = new Node(d);  
 p->next = head->next;  
 head->next = p;  
}  
  
// 删除头节点  
void List::delHead() {  
 Node \*p = head->next; // 保存待删节点  
 head->next = head->next->next;  
 delete p;  
}  
  
// 删除尾节点  
void List::delTail() {  
 Node \*p = findTailBefore();  
 Node \*q = p->next;  
 p->next = NULL;  
 delete q;  
}  
  
// 删除指定节点  
void List::del(const int &d) {  
 Node \*p = findBefore(d);  
 Node \*q = p->next;  
 p->next = p->next->next;  
 delete q;  
}  
  
// 删除指定节点的前一个节点  
void List::delBefore(const int &d) {  
 Node \*p = findBBefore(d);  
 Node \*q = p->next;  
 p->next = q->next;  
 delete q;  
}  
  
// 删除指定节点的后一个节点  
void List::delAfter(const int &d) {  
 Node \*p = find(d);  
 Node \*q = p->next;  
 p->next = q->next;  
 delete q;  
}  
  
// 打印函数  
void List::print() {  
 cout << "print result be shown below: " << endl;  
 Node \*p = head->next;  
 while (p != NULL) {  
 cout << p->data << ", ";  
 p = p->next;  
 }  
 cout << endl;  
}  
  
// 测试  
int main() {  
 // 从头部将节点据插入到链表中  
 List list;  
 list.insert(1);  
 list.insert(2);  
 list.insert(3);  
 list.insert(4);  
 list.insert(5);  
 list.insert(6);  
 list.insert(7);  
 // 打印链表  
 list.print();  
  
 // 删除头节点  
 list.delHead();  
 // 打印链表  
 list.print();  
  
 // 删除尾节点  
 list.delTail();  
 // 打印链表  
 list.print();  
  
 // 删除指定节点  
 list.del(3);  
 // 打印链表  
 list.print();  
  
 // 删除指定节点的前一个节点  
 list.delBefore(2);  
 // 打印链表  
 list.print();  
  
 // 删除指定节点的后一个节点  
 list.delAfter(6);  
 // 打印链表  
 list.print();  
  
 return 0;  
}

*程序运行结果如下 :*

print result be shown below:  
7, 6, 5, 4, 3, 2, 1,  
print result be shown below:  
6, 5, 4, 3, 2, 1,  
print result be shown below:  
6, 5, 4, 3, 2,  
print result be shown below:  
6, 5, 4, 2,  
print result be shown below:  
6, 5, 2,  
print result be shown below:  
6, 2,

### 3. 顺序有序表的合并

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,21  
 \*  
 \* 3.合并两个有序顺序表  
 \*/  
#include "iostream"  
  
#define MAXSIZE 100  
  
using namespace std;  
  
// 定义顺序表结构  
typedef int elementType;  
typedef struct {  
 elementType \*data;  
 int length;  
} sqList;  
  
class Solution {  
public:  
 // 初始化顺序表  
 bool initList(sqList &list) {  
 list.length = 0;  
 list.data = new int[MAXSIZE];  
 return list.data == NULL ? false : true;  
 }  
  
 // 创建顺序表  
 bool createlist(sqList &list, int len) {  
 if (len < 1 || len > MAXSIZE) return false;  
 list.length = len;  
 for (int i = 0; i < len; i++) {  
 cout << "Please input a element data: ";  
 cin >> list.data[i];  
 }  
 cout << "The sequence list created successfully" << endl;  
 return true;  
 }  
  
 // 打印顺序表  
 void print(sqList &list) {  
 cout << "The print result be shown below: " << endl;  
 for (int i = 0; i < list.length; i++) {  
 cout << list.data[i] << ", ";  
 }  
 cout << endl;  
 }  
  
 // 合并两个有序顺序表  
 void mergeTwoList(sqList list1, sqList list2, sqList &newList) {  
 newList.length = list1.length + list2.length;  
 int i = 0, j = 0, k = 0, flag = 0;  
 // 遍历顺序表  
 while (true) {  
 // 判断顺序表是否遍历完毕  
 if (i == list1.length) break;  
 if (j == list2.length) {  
 flag = 1;  
 break;  
 }  
 // 逐个比较两顺序表中元素值的大小, 并通过下标值自增来构建新顺序表  
 if (list1.data[i] <= list2.data[j]) {  
 newList.data[k++] = list1.data[i++];  
 } else {  
 newList.data[k++] = list2.data[j++];  
 }  
 }  
 // 若 flag 为 0 则说明 list1 先遍历完毕, 反之 list2.  
 if (flag == 0) {  
 // 若 list1 先遍历完毕, 则将 list2 中剩余的元素值依次添加到新顺序表的尾部  
 while (k < newList.length) {  
 newList.data[k++] = list2.data[j++];  
 }  
 } else {  
 // 反之则将 list1 中剩余的元素值依次添加到新顺序表的尾部  
 while (k < newList.length) {  
 newList.data[k++] = list1.data[i++];  
 }  
 }  
 }  
};  
  
int main() {  
 Solution s;  
  
 // 初始化顺序表  
 sqList list1, list2, newList;  
 if (!s.initList(list1) || !s.initList(list2) || !s.initList(newList)) {  
 cout << "The sequence list inited unsuccessfully !";  
 return 0;  
 }  
  
 // 创建顺序表, 并将两顺序表的长度都设置为 3  
 s.createlist(list1, 3);  
 s.createlist(list2, 3);  
 // 打印两顺序表中的元素值  
 s.print(list1);  
 s.print(list2);  
  
 // 合并两个有序顺序表  
 s.mergeTwoList(list1, list2, newList);  
 // 打印合并后的顺序表中的元素值  
 s.print(newList);  
  
 return 0;  
}

*程序运行结果如下 :*

Please input a element data: 1  
Please input a element data: 3  
Please input a element data: 5  
The sequence list created successfully  
Please input a element data: 2  
Please input a element data: 4  
Please input a element data: 6  
The sequence list created successfully  
The print result be shown below:   
1, 3, 5,   
The print result be shown below:   
2, 4, 6,   
The print result be shown below:   
1, 2, 3, 4, 5, 6,

### 4. 链式有序表的合并

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,21  
 \*  
 \* 4.合并两个有序链表( 迭代法 )  
 \*/  
#include "iostream"  
  
using namespace std;  
  
// 定义节点结构  
struct ListNode {  
 int data;  
 ListNode \*next;  
  
 ListNode(const int &d) : data(d), next(NULL) {}  
};  
  
class Solution {  
public:  
 // 合并两个有序链表(迭代法)  
 static ListNode \*mergeTwoLists(ListNode \*l1, ListNode \*l2) {  
 // 判断链表是否为空  
 if (l1 == NULL) return l2;  
 if (l2 == NULL) return l1;  
 // 初始化哨兵节点与其头指针  
 ListNode \*preHead = new ListNode(-1);  
 ListNode \*prev = preHead;  
 // 遍历链表并逐个比较两节点大小, 通过移动哨兵节点头指针来构建新链表  
 while (l1 != nullptr && l2 != nullptr) {  
 if (l1->data < l2->data) {  
 prev->next = l1;  
 l1 = l1->next;  
 } else {  
 prev->next = l2;  
 l2 = l2->next;  
 }  
 // 每比较一次, 哨兵头指针都需要往后移动一位  
 prev = prev->next;  
 }  
 // l1 与 l2 合并结束后, 最后还剩一个链表是非空的, 这时需将链表末尾指向未合并完的链表  
 prev->next = l1 == nullptr ? l2 : l1;  
 return preHead->next;  
 }  
  
 // 打印链表  
 static void print(ListNode \*head) {  
 cout << "print result be shown below: " << endl;  
 ListNode \*p = head->next;  
 while (p != NULL) {  
 cout << p->data << ", ";  
 p = p->next;  
 }  
 cout << endl;  
 }  
};  
  
int main() {  
 // 初始第一个有序链表  
 ListNode \*preHead1 = new ListNode(-1);  
 ListNode \*prev1 = preHead1;  
 for (int i = 1; i < 10; i += 2) {  
 ListNode \*tempNode = new ListNode(i);  
 prev1->next = tempNode;  
 prev1 = tempNode;  
 }  
 // 打印链表  
 Solution::print(preHead1);  
  
 // 初始化第二个有序链表  
 ListNode \*preHead2 = new ListNode(-1);  
 ListNode \*prev2 = preHead2;  
 for (int j = 2; j <= 10; j += 2) {  
 ListNode \*tempNode = new ListNode(j);  
 prev2->next = tempNode;  
 prev2 = tempNode;  
 }  
 // 打印链表  
 Solution::print(preHead2);  
  
 // 合并两个有序链表  
 ListNode \*newHead = Solution::mergeTwoLists(preHead1, preHead2);  
 // 打印链表  
 Solution::print(newHead->next);  
  
 return 0;  
}

*程序运行结果如下 :*

print result be shown below:  
1, 3, 5, 7, 9,  
print result be shown below:  
2, 4, 6, 8, 10,  
print result be shown below:  
1, 2, 3, 4, 5, 6, 7, 8, 9, 10,

### 5. 循环队列的入队

### 6. 循环队列的出队

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 5,6.循环队列的入队  
 \* (1).初始化队列  
 \* (2).在队尾插入节点  
 \* (3).删除队头节点  
 \* (4).判断队列是否为空  
 \* (5).队列长度  
 \* (6).销毁队列  
 \* (7).清空队列  
 \* (8).打印队列节点数据  
 \*/  
#include "iostream"  
  
using namespace std;  
  
#define MAX\_QUEUE\_SIZE 100  
  
typedef int ElementType;  
  
// 定义循环队列节点结构  
typedef struct {  
 ElementType \*base;  
 int front;  
 int rear;  
} SequenceQueue;  
  
class CircularQueue {  
public:  
 // 初始化队列  
 void initQueue();  
  
 // 在队尾插入节点  
 void enQueue(ElementType val);  
  
 // 删除队头节点  
 void deQueue();  
  
 // 判断队列是否为空  
 bool isEmpty();  
  
 // 队列长度  
 int queueLength();  
  
 // 销毁队列  
 void destroyQueue();  
  
 // 清空队列  
 void clearQueue();  
  
 // 打印队列节点数据  
 void print();  
  
private:  
 // 初始化队列对象  
 SequenceQueue sequenceQueue;  
};  
  
// 初始化队列  
void CircularQueue::initQueue() {  
 sequenceQueue.base = (ElementType \*) malloc(sizeof(ElementType) \* MAX\_QUEUE\_SIZE);  
 if (!sequenceQueue.base) {  
 cout << "The sequence queue inited unsuccessfully." << endl;  
 return;  
 }  
 sequenceQueue.front = sequenceQueue.rear = 0;  
}  
  
// 在队尾插入节点  
void CircularQueue::enQueue(ElementType val) {  
 if ((sequenceQueue.rear + 1) % MAX\_QUEUE\_SIZE == sequenceQueue.front) {  
 cout << "The sequence queue is filled." << endl;  
 return;  
 }  
 sequenceQueue.base[sequenceQueue.rear] = val;  
 sequenceQueue.rear = (sequenceQueue.rear + 1) % MAX\_QUEUE\_SIZE;  
}  
  
// 删除队头节点  
void CircularQueue::deQueue() {  
 if (isEmpty()) {  
 cout << "The sequence queue is empty." << endl;  
 return;  
 }  
 ElementType val = sequenceQueue.base[sequenceQueue.front];  
 sequenceQueue.front = (sequenceQueue.front + 1) % MAX\_QUEUE\_SIZE;  
 cout << "The front node of sequence queue be deleted and the value: " << val << endl;  
}  
  
// 判断队列是否为空  
bool CircularQueue::isEmpty() {  
 return sequenceQueue.front == sequenceQueue.rear;  
}  
  
// 队列长度  
int CircularQueue::queueLength() {  
 return (sequenceQueue.rear - sequenceQueue.front + MAX\_QUEUE\_SIZE) % MAX\_QUEUE\_SIZE;  
}  
  
// 销毁队列  
void CircularQueue::destroyQueue() {  
 free(sequenceQueue.base);  
 sequenceQueue.front = sequenceQueue.rear = 0;  
}  
  
// 清空队列  
void CircularQueue::clearQueue() {  
 destroyQueue();  
 initQueue();  
 cout << "The sequence queue be deleted successfully." << endl;  
}  
  
// 打印队列节点数据  
void CircularQueue::print() {  
 if (isEmpty()) {  
 cout << "The sequence queue is empty." << endl;  
 return;  
 }  
 cout << "The print result be shown below: " << endl;  
 for (int i = sequenceQueue.front; i < sequenceQueue.rear; i++) {  
 cout << sequenceQueue.base[i] << ", ";  
 }  
 cout << endl;  
}  
  
int main() {  
 // 初始化循环队列  
 CircularQueue circularQueue;  
 circularQueue.initQueue();  
  
 // 在队尾插入节点  
 circularQueue.enQueue(1);  
 circularQueue.enQueue(2);  
 circularQueue.enQueue(3);  
 circularQueue.enQueue(4);  
 circularQueue.enQueue(5);  
 circularQueue.enQueue(6);  
 // 打印队列节点数据  
 circularQueue.print();  
  
 // 打印队列长度  
 cout << "The length of circular queue: " << circularQueue.queueLength() << endl;  
  
 // 连续出队两个队头节点  
 circularQueue.deQueue();  
 circularQueue.deQueue();  
 // 打印队列节点数据  
 circularQueue.print();  
  
 // 清空队列  
 circularQueue.clearQueue();  
 // 打印队列长度  
 cout << "The length of circular queue: " << circularQueue.queueLength() << endl;  
  
 return 0;  
}

*程序运行结果如下 :*

The print result be shown below:  
1, 2, 3, 4, 5, 6,  
The length of circular queue: 6  
The front node of sequence queue be deleted and the value: 1  
The front node of sequence queue be deleted and the value: 2  
The print result be shown below:  
3, 4, 5, 6,  
The sequence queue be deleted successfully.  
The length of circular queue: 0

### 7. 表达式中括号匹配的检验

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 7.表达式中括号匹配的检验  
 \*/  
  
#include "iostream"  
#include "stack"  
  
using namespace std;  
  
class Solution {  
public:  
 static bool isValid(string str) {  
 // 判断字符的个数是否为奇数  
 if (str.size() % 2 != 0) return false;  
  
 // 初始化栈  
 stack<int> s;  
  
 // 遍历字符串  
 for (int i = 0; i < str.size(); i++) {  
 // 将右括号压入栈中  
 if (str[i] == '(') s.push(')');  
 else if (str[i] == '[') s.push(']');  
 else if (str[i] == '{') s.push('}');  
 else if (str[i] == '<') s.push('>');  
 // 判断栈中是否有待匹配符号的右括号  
 else if (s.empty() || s.top() != str[i]) return false;  
 // 匹配成功则弹出栈中对应的右括号  
 else s.pop();  
 }  
 // 若左右括号全部匹配完毕则栈为空  
 return s.empty();  
 }  
};  
  
int main() {  
 string str;  
 cout << "Please input a string : ";  
 cin >> str;  
 // 0 : false and 1 : true  
 cout << "The string is valid ? : " << Solution::isValid(str) << endl;  
}

*程序运行结果如下 :*

Please input a string :()  
The string is valid ? :1  
  
Please input a string :<>()[]{}  
The string is valid ? :1  
  
Please input a string :{[(<>)]}  
The string is valid ? : 1  
  
Please input a string :(]  
The string is valid ? : 0  
  
Please input a string :([)]  
The string is valid ? : 0  
  
Please input a string :{[<)]}  
The string is valid ? : 0

### 8. BF模式匹配算法

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 8.BF模式匹配算法  
 \*/  
#include "iostream"  
  
using namespace std;  
  
// 暴力(Brute Force)算法  
int BFAlgorithm(string S, string T, int pos) {  
 // 主串与模式串的起始位置  
 int i = pos, j = 0;  
 while (i < S.length() && j < T.length()) {  
 // 若相等则继续逐个比较后续字符  
 if (S[i] == T[j]) {  
 i++;  
 j++;  
 // 否则从主串的下一个字符起, 重新和模式的起始字符进行比较  
 } else {  
 i = i - j + 1;  
 j = 0;  
 }  
 }  
 // 若匹配成功, 则返回模式 T 中第一个字符相等的字符  
 // 在主串 S 中的序号  
 if (j >= T.length()) return i - T.length();  
 else return -1;  
}  
  
int main() {  
 string t = "abcac";  
 string s = "ababcabcacbab";  
 cout << "The index: " << BFAlgorithm(s, t, 0) + 1; // + 1 表示位置  
  
 return 0;  
}

*程序运行结果如下 :*

The index: 6

### 9. KMP模式匹配算法

注 : 字符串数组下标从 0 开始.

// 有点忙, 后期补.

### 10. 中序遍历的非递归算法

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 10.中序遍历的非递归算法(迭代法)  
 \*  
 \* 扩展: 层次遍历  
 \*/  
#include "iostream"  
#include "vector"  
#include "stack"  
#include "queue"  
  
using namespace std;  
  
// 定义二叉树节点结构  
struct BitreeNode {  
 int data;  
 struct BitreeNode \*lchild, \*rchild;  
};  
  
// 初始化二叉树节点  
void InitTreeNode(BitreeNode &root, int data, BitreeNode \*lchild, BitreeNode \*rchild) {  
 root.data = data;  
 root.lchild = lchild;  
 root.rchild = rchild;  
}  
  
// 迭代法  
vector<int> InorderTraversal(BitreeNode \*root) {  
 vector<int> result;  
 stack<BitreeNode \*> s;  
 // 遍历辅助栈  
 while (root != nullptr || !s.empty()) {  
 // 遍历根节点的左孩子节点, 并将其依次压入栈中, 随后进入操作2  
 if (root != nullptr) { // 操作1  
 s.push(root);  
 root = root->lchild;  
 // 弹出栈顶元素, 若其有右孩子, 则将右孩子节点压入栈中, 随后继续操作1  
 } else { // 操作2  
 root = s.top();  
 s.pop();  
 result.push\_back(root->data); // 存储栈中弹出的节点值(左 -> 根 -> 右)  
 root = root->rchild;  
 }  
 }  
 return result;  
}  
  
// 层次遍历  
vector<int> BFSTraversal(BitreeNode \*root) {  
 vector<int> result;  
 queue<BitreeNode \*> queue;  
 // 若根节点非空则将其入队  
 if (root == nullptr) return result;  
 queue.push(root);  
 // 遍历辅助队列  
 while (!queue.empty()) {  
 // 将队首元素出队  
 root = queue.front();  
 queue.pop();  
 // 存储队列出队的该层的节点值  
 result.push\_back(root->data);  
 // 把当前节点所有的左右孩子节点全部入队  
 if (root->lchild != nullptr) queue.push(root->lchild);  
 if (root->rchild != nullptr) queue.push(root->rchild);  
 }  
 return result;  
}  
  
// 打印遍历结果  
void Print(vector<int> v) {  
 cout << "The print result be shown below: " << endl;  
 for (auto data : v) {  
 cout << data << ", ";  
 }  
 cout << endl;  
}  
  
int main() {  
 // 构建二叉树  
 BitreeNode t1, t2, t3, t4, t5, t6, t7;  
 InitTreeNode(t7, 7, nullptr, nullptr);  
 InitTreeNode(t6, 6, nullptr, nullptr);  
 InitTreeNode(t5, 5, nullptr, nullptr);  
 InitTreeNode(t4, 4, nullptr, nullptr);  
 InitTreeNode(t3, 3, &t6, &t7);  
 InitTreeNode(t2, 2, &t4, &t5);  
 InitTreeNode(t1, 1, &t2, &t3);  
  
 // 迭代法中序遍历二叉树, 并打印结果  
 Print(InorderTraversal(&t1));  
  
 // 层次遍历二叉树, 并打印结果  
 Print(BFSTraversal(&t1));  
}

*程序运行结果如下 :*

The print result be shown below:  
4, 2, 5, 1, 6, 3, 7,  
The print result be shown below:  
1, 2, 3, 4, 5, 6, 7,

### 11. 先序遍历的顺序建立二叉链表

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 11.先序遍历的顺序建立二叉链表  
 \*/  
#include "iostream"  
  
using namespace std;  
  
// 定义二叉链表结构体  
typedef struct ListNode {  
 char data;  
 struct ListNode \*lchild, \*rchild;  
} ListNode, \*ListTree;  
  
// 先序建立二叉链表  
void CreateListTree(ListTree &listTree) {  
 char ch;  
 cin >> ch;  
 if (ch == '#') { // 一次读取一个字符哈  
 listTree = NULL;  
 } else {  
 listTree = new ListNode;  
 listTree->data = ch;  
 CreateListTree(listTree->lchild);  
 CreateListTree(listTree->rchild);  
 }  
}  
  
// 先序遍历打印节点值  
void PreOrderTraversal(ListTree listTree) {  
 if (listTree) {  
 cout << listTree->data << ", ";  
 PreOrderTraversal(listTree->lchild);  
 PreOrderTraversal(listTree->rchild);  
 }  
}  
  
int main() {  
 ListTree listTree;  
  
 cout << "Please input the data of tree node: " << endl;  
 CreateListTree(listTree);  
  
 cout << "The result of Pre-Order Traversal: " << endl;  
 PreOrderTraversal(listTree);  
  
 return 0;  
}

*程序运行结果如下 :*

Please input the data of tree node:  
ABC##DE#G##F###  
The result of Pre-Order Traversal:  
A, B, C, D, E, G, F,

### 12. 复制二叉树

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 12.复制二叉树  
 \*/  
#include "iostream"  
#include "vector"  
  
using namespace std;  
  
// 定义二叉树节点结构  
struct BitreeNode {  
 int data;  
 struct BitreeNode \*lchild, \*rchild;  
};  
  
// 初始化二叉树节点  
void InitTreeNode(BitreeNode &root, int data, BitreeNode \*lchild, BitreeNode \*rchild) {  
 root.data = data;  
 root.lchild = lchild;  
 root.rchild = rchild;  
}  
  
// 复制二叉树  
void CopyBinaryTree(BitreeNode \*root, BitreeNode \*newRoot) {  
 if (root == nullptr) return;  
 // 复制根节点的值  
 newRoot->data = root->data;  
 // 判断左右子树是否为空  
 if (root->lchild != nullptr) newRoot->lchild = new BitreeNode;  
 if (root->rchild != nullptr) newRoot->rchild = new BitreeNode;  
 // 递归复制左右子树  
 CopyBinaryTree(root->lchild, newRoot->lchild);  
 CopyBinaryTree(root->rchild, newRoot->rchild);  
}  
  
int main() {  
 // 构建二叉树  
 BitreeNode tree, tree2, tree3;  
 InitTreeNode(tree3, 3, nullptr, nullptr);  
 InitTreeNode(tree2, 2, nullptr, nullptr);  
 InitTreeNode(tree, 1, &tree2, &tree3);  
  
 // 复制二叉树  
 BitreeNode newTree;  
 CopyBinaryTree(&tree, &newTree);  
  
 // 打印 newTree 的节点值( 偷懒~(●'◡'●)~ )  
 cout << newTree.data << ", "  
 << newTree.lchild->data << ", "  
 << newTree.rchild->data;  
  
 return 0;  
}

*程序运行结果如下 :*

1, 2, 3

### 13. 计算二叉树的深度

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 13.计算二叉树的深度  
 \*/  
#include "iostream"  
  
using namespace std;  
  
// 定义二叉树节点结构  
struct BitreeNode {  
 int data;  
 struct BitreeNode \*lchild, \*rchild;  
};  
  
// 初始化二叉树节点  
void InitTreeNode(BitreeNode &root, int data, BitreeNode \*lchild, BitreeNode \*rchild) {  
 root.data = data;  
 root.lchild = lchild;  
 root.rchild = rchild;  
}  
  
// 后序遍历(DFS)获取最大子树的深度  
int MaxDepth(BitreeNode \*root) {  
 if (root == nullptr) return 0;  
 // 递归获取左右子树的深度  
 int lDepth = MaxDepth(root->lchild) + 1;  
 int rDepth = MaxDepth(root->rchild) + 1;  
 // 返回最大子树的深度  
 return lDepth > rDepth ? lDepth : rDepth;  
}  
  
int main() {  
 // 构建二叉树  
 BitreeNode t1, t2, t3, t4, t5;  
 InitTreeNode(t5, 5, nullptr, nullptr);  
 InitTreeNode(t4, 4, nullptr, nullptr);  
 InitTreeNode(t3, 3, &t4, &t5);  
 InitTreeNode(t2, 2, nullptr, nullptr);  
 InitTreeNode(t1, 1, &t2, &t3);  
  
 // 获取二叉树的深度  
 cout << "The depth of binary tree: " << MaxDepth(&t1);  
  
 return 0;  
}

*程序运行结果如下 :*

The depth of binary tree: 3

### 14. 用邻接表来表示图的DFS

// 有点忙, 后期补.

### 15. 广度优先搜索遍历连通图

// 有点忙, 后期补.

### 16. 普利姆最小生成树算法

// 有点忙, 后期补.

### 17. 迪杰斯特拉最短路径算法

// 有点忙, 后期补.

### 18. 冒泡排序

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 18.冒泡排序  
 \* 依次比较相邻的关键字, 若前者大于后者则相互交换位置,  
 \* 一直按这种方式进行下去, 最终最大的那个关键字被交换到了最后, 即一趟冒泡排序完成.  
 \* 经过多趟这样的排序, 最终使整个序列有序.  
 \*  
 \* 时间复杂度: O(n²), 空间复杂度(1), 稳定.  
 \*/  
#include "iostream"  
#include "vector"  
  
using namespace std;  
  
static void BubbleSort(vector<int> &R) {  
 int temp;  
 bool flag; // flag 用于标记本趟排序是否发生了交换  
 for (int i = 0; i < R.size() - 1; i++) {  
 flag = false;  
 for (int j = i + 1; j <= R.size() - 1; j++) {  
 // 相邻关键字两两对比  
 if (R[i] > R[j]) {  
 // 每次 i 后面的关键字比 R[i] 小就交换  
 temp = R[j];  
 R[j] = R[i];  
 R[i] = temp;  
 flag = true;  
 }  
 }  
 // 若一趟排序过程没有发生关键字交换, 则证明序列有序  
 if (flag == false) return;  
 }  
}

*程序运行结果如下 :*

1, 2, 3, 4, 5, 6, 7, 8, 9, 10,

### 19. 直接插入排序

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 19.直接插入排序  
 \* 每趟将一个待排序的关键字按照其值的大小,  
 \* 插入到已经排好的部分有序序列的适当位置上,  
 \* 直到所有待排序关键字都被插入到有序序列中为止.  
 \*  
 \* 时间复杂度为: O(n²), 空间复杂度为: O(1), 稳定.  
 \*/  
#include "iostream"  
#include "vector"  
  
using namespace std;  
  
static void InserSort(vector<int> &R) {  
 for (int i = 1; i < R.size(); i++) {  
 int cur = R[i]; // 将待插入关键字暂存在 cur 中  
 int index = i - 1; // index为已排序元素的最后一个索引数  
 // 从待排关键字之前的关键字开始扫描,  
 while (index >= 0 && cur < R[index]) {  
 // 如果大于待排关键字, 则后移动一位  
 R[index + 1] = R[index];  
 index--;  
 }  
 // 找到插入位置, 将 cur 中暂存的待排序关键字插入  
 R[index + 1] = cur;  
 }  
}  
  
int main() {  
 vector<int> R = {10, 1, 9, 2, 8, 3, 7, 4, 6, 5};  
 InserSort(R);  
 for (auto r : R) {  
 cout << r << ", ";  
 }  
  
 return 0;  
}

*程序运行结果如下 :*

1, 2, 3, 4, 5, 6, 7, 8, 9, 10,

### 20. 简单选择排序

/\*\*  
 \* @Author: GoogTech  
 \* @Email: googtech@qq.com  
 \* @Website: https://algorithm.show  
 \* @Date: 2021,6,23  
 \*  
 \* 20.简单选择排序  
 \* 简单选择排序采用最简单的选择方式,  
 \* 从头到尾顺序扫描序列, 找出最小的一个记录,  
 \* 然后和第一个记录进行交换, 接着继续从剩下的无序序列中继续这种选择和交换, 最终使序列有序.  
 \*   
 \* 时间复杂度为: O(n²), 空间复杂度为: O(1).  
 \*/  
  
#include "iostream"  
#include "vector"  
  
using namespace std;  
  
static void SelectSort(vector<int> &R) {  
 int i, j, k;  
 int temp;  
 for (i = 0; i < R.size(); ++i) {  
 k = i;  
 // 从无序序列中挑出一个最小的关键字  
 for (j = i + 1; j < R.size(); ++j) {  
 if (R[k] > R[j]) {  
 k = j;  
 }  
 }  
 // 将最小关键字与无序序列中的第一个关键字进行交换  
 temp = R[i];  
 R[i] = R[k];  
 R[k] = temp;  
 }  
}  
  
int main() {  
 vector<int> R = {10, 1, 9, 2, 8, 3, 7, 4, 6, 5};  
 SelectSort(R);  
 for (auto r : R) {  
 cout << r << ", ";  
 }  
  
 return 0;  
}

*程序运行结果如下 :*

1, 2, 3, 4, 5, 6, 7, 8, 9, 10,

## 总结

求知若饥, 虚心若愚. 更多算法题解请关注 : [*https://algorithm.show*](https://algorithm.show)