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为了使存储管理尽量简化，Linux避开了复杂的分段存储管理机制，而采用分页存储管理方式。在虚拟内存管理上采用“按需调页”的存储管理方式。

1. **Linux中的页表**

Linux操作系统可以运行在多种计算机平台上。标准Linux总是假定处理器由三级页表，这三级页表分别成为页目录表（PGD）；中间页目录表（PMD）；根据不同平台，Linux操作系统适当合并页表，比如说在X86平台上，将PGD和PMD合二为一。

值得注意的是，我发现在Linux中每一个用户进程可访问4GB的线性逻辑地址空间。其中0到3GB是用户空间，可以直接访问；另外1GB是用来存放内核代码和数据，用户进程需要通过系统调用来访问。这样实现了让内核态进程共享代码段和数据段。这也和张老师在讲嵌入式Linux时描述一致。

**2．Linux内存分配与释放**

Linux采用分页管理方式，对内存的分配以2的幂次方页为单位。用数据结构mem\_map,free\_area来记录内存块。我觉得这种内存分配的方式比较巧妙，较好的解决了因未使用分段存储的弊端。因为是以2的幂次方页为单位分配，分配时采用最先适配法。首先搜寻大小相同的内存块，若失败则向上一数量级搜寻，及大小为其2倍的内存块。找到后对其进行平分，一份给需要的进程，另一半划给下一级的空闲内存。内存释放则刚好相反，小内存首先融合成其2倍，4倍…的大内存块。排入到free\_area数组的中。

1. **Linux虚拟内存的管理**

在Linux中，每一个进程的虚拟内存空间由数据结构mm\_struct描述，在进程控制块task\_struct中有指针指向它。mm\_struct中包含当前进程已经加载可执行部分的信息和指向进程也目录表的指针，还包括一个指向vm\_area\_struct（虚拟内存）链表的指针。Vm\_area\_struct里面的每一个节点描述了虚拟内存空间的一个区域，包括对该虚拟内存区域的起始和终止地址的描述。当进程的可执行部分连接到进程虚拟地址空间时，vm\_area\_struct数据结构生成新节点。里面包含进程信息。

1. **Linux缺页中断处理**

Linux对缺页中断处理时，首先通过搜索vm\_area\_struct链表确定发生页面失败的虚拟内存区域。Linux的搜索方法值得我们注意，它采用了高效率的AVL树进行搜索，就像数据结构课上的二叉树一样，它有两个指针，左指针vm\_avl\_left, 它指向vm\_area\_struct结构描述的虚拟内存区域的相邻低地址虚拟内存区域的vm\_area\_struct结构，右指针vm\_avl\_right指向与该虚拟内存区域相邻的高地址区域的vm\_area\_struct结构。

**5．Linux的交换空间和页面换出**

Linux采用“按需调页”方法实施虚拟内存管理，内核态内存空间是常驻内存不允许换出，因为这是对系统的管理，被系统调用的频率很高。Linux采用两种方式保存从内存换出的页面。一种是整个块设备，如硬盘的一个分区，称为交换设备；另一种是文件系统中固定长度的文件，称为交换文件。它们统称为交换空间。在Linux中，这一任务由处于内核态的交换进程kswapd来完成，称为内核态线程。Kswapd是用两个变量free\_pages\_high和free\_pages\_low, 当系统空闲内存块数小于free\_pages\_high或free\_pages\_low时，都需要淘汰在内存的页面，只不过如果系统中空闲块数小于free\_pages\_low，核心交换后台进程需要在下次运行之前释放6个页面，否则它只释放3个。Kswapd按照三种方法减少系统使用的物理内存数目：首先，减少缓冲区缓存和页面缓存的数目；然后，将Symtem V共享内存页交换出物理内存；如果经过前面两步，kswapd仍未找到足够数量的内存块，则试图将一般页面交换出物理内存。这里的换出采用“最近最少使用算法”。在描述物理内存块的mem\_map结构的每一个mem\_map\_t元素中有一个数据成员age，它保存着每个页的寿命信息。最初将物理内存开分配给进程的某个页的时候，页的寿命为3，每次该页被访问，其寿命增加3，直到20为止。而每当核心交换进程kswapd运行一次，页寿命减1。而唤出的候选页面选择age较小的页面。当有足够数量的页面换出后，kswapd休眠到再次定时器到时。

1. **Linux存储管理系统的缓存机制**

为了加快对磁盘文件的访问，Linux分别设置了页面缓存和交换缓存。页面缓存用Hash表page\_hash\_table来描述，而page\_hash\_table由指向mem\_map\_t数据结构的指针数组组成。在Linux中，每个文件通过一个VFS inode数据结构来描述，且是唯一的，它仅且可以描述一个文件。因此，可以惟一地描述页面信息所在文件极其所在文件的位置。Linux可以根据物理内存的大小来调整页面缓存的尺寸。换出时也是先换出页面缓存的页面。Linux采用物理内存的swap\_cache表来描述交换缓存。交换缓存描述的是换出物理内存的页面的情况，swap\_cache表目的总数就是物理内存块的总数。当Linux就爱那个一个在内存的页调出内存时，先查询交换缓存，如果其中有与该页对应的有效页表表目，则不需要将该页重新写到交换空间，因为原来处在交换空间的内容与待换出的内容是一致的。