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**ABSTRACT**

This project goal was to do exploratory data analysis and to use either the Voting Classifier or Random Search CV to decide the best model for the chosen dataset. I used a Bank Customer Churn dataset that was designed to help banks predict which of their customers may leave their bank. Multiple machine learning models are used for this project. Logistic Regression, Support Vector Classifier, Decision Tree Classifier, and Random Forest Classifier. The Voting Classifier is what I decided to choose over the Random Search CV technique.

1. **INTRODUCTION**

For my project, I chose a bank customer churn prediction dataset from Kaggle. This dataset is for ABC Multinational bank and the goal of this dataset is to predict if a customers may leave or not. I used the Voting Classifier model to find out which ML Regression model I should use. I tested Logistic Regression, SVC, Decision Tree, and Random Forest against the dataset.

1. **BACKGROUND**
   1. *Data Set Description*

This dataset was originally created for ABC Multinational Bank to try to predict customer churn. Banks are always wanting to hold onto their customers and increase their revenue to maintain their business. The dataset is a collection of customer data from account holders of ABC Multinational Bank.

This data set can be found at the following link on Kaggle.com. [Bank Customer Churn Dataset | Kaggle](https://www.kaggle.com/datasets/gauravtopre/bank-customer-churn-dataset)

* 1. *Machine Learning Model*

The ML Models used for this project are Logistic Regression, Support Vector Classifier (SVC), Decision Tree Classifier, and Random Forest Classifier. I used the Voting Classifier to detect which model performs best on the dataset.

**Logistic Regression** is a type of regression analysis. It is a predictive modeling technique which that is used to find the relationship between a dependent variable “Y” and an independent variable “X”. Logistic Regression has a binary outcome, meaning the event either happens or it does not happen, often represented as 0 and 1.

**Support Vector Classifier** is part of SVM which is **discriminative classifier** formally defined by a separating hyperplane. An SVM model represents data points as points in space that are mapped, by category, into different levels to make them clearly distinguishable. This allows SVM models to perform linear classification on non-linear data.

**Decision Tree Classifier** is classified as a supervised machine learning model. This means they use data that is already labeled to train a model to make predictions on unlabeled data. Each node of the decision tree represents a certain outcome, and each node often branches into two child nodes. These child nodes will be the resulting outcomes from the parent outcome.

**Random Forest Classifier** is classified as a supervised machine learning model as well. It contains multiple decision trees like a “forest”. It uses randomness to increase accuracy and to help avoid overfitting. The Random Forest Classifier takes random data samples and gets predictions from every decision tree.

According to the Voting Classifier, I found the Random Forest Classifier yields the highest resulting score.

1. **EXPLORATORY ANALYSIS**

This data set includes 10,000 entries with 12 columns of various data types. There were no missing values in this dataset. There were two categorical columns, gender, and country. I removed the country column as I saw it was not important to the target column, churn.

**Table 1: Data Types**

|  |  |
| --- | --- |
| *Variable Name* | *Data Type* |
| customer\_id | int64 |
| credit\_score | int64 |
| country | object |
| gender | object |
| age | int64 |
| tenure | int64 |
| balance | float64 |
| products\_number | int64 |
| credit\_card | int64 |
| active\_member | int64 |
| estimated\_salary | float64 |
| churn | int64 |

1. **METHODS**
   1. *Data Preparation*

I did not have to do much pre-processing for my data set. I dropped one column, the country column, because It was unimportant to predicting the target and it was categorical. I had no missing values, so no dummies had to be created.

* 1. *Experimental Design*

The parameters that performed the best are for my Logistic Regression I used the parameters lbfgs solver, multinomial class, and a max iteration of 10,000. Random Forest Classifier had no parameters. For Decision Tree Classifier I used two different criterions. One with gini and one with entropy. Both had a max depth of 10 and a random state of 0. For SVC I used auto gamma and set probability to true.

Table X: Experiment Parameters

|  |  |
| --- | --- |
| **Experiment Number** | **Parameters** |
| 1 | All four (4) raw features with 80/10/10 split for train, validate, and test |
| 2 | All four (4) normalized features with 80/10/10 split for train, validate, and test |
| 3 | All four (4) raw features with 70/15/15 split for train, validate, and test |
| 4 | All four (4) normalized features with 70/15/15 split for train, validate, and test |

* 1. *Tools Used*

The following tools were used for this analysis: Python running in Google Colab was used for all analysis and implementation. In additio, the following libraries were also used: Pandas 0.18.1, Matplotlib 1.5.3, Seaborn 0.7.1, SKLearn 0.18.1.

1. **RESULTS**
   1. *Mean square Error*

My mean square error result was 0.373.

* 1. *Discussion of Results*

The Voting Classifier depicted the best model for my dataset was the Random Forest Classifier.

My Scores were: Logistic Regression had 0.8145, Random Forest Classifier has 0.857, SVC had 0.853, Decision Tree with gini had 0.8385, and the Decision Tree with entropy was 0.845. Below is my classification report for the Random Forest.

![Calendar

Description automatically generated](data:image/png;base64,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)

* 1. *Problems Encountered*

I did not run into many problems. The only problems may have been the dataset I chose, however, it was difficult trying to find and choose a dataset that was good but also somewhat interesting.

* 1. *Improvements/Future Work*

Improvements could have been a better dataset. Some of the data was limited and did not correlate much with the target column we needed to predict.

1. **CONCLUSION**

In conclusion, my model performed okay, however, I think that the dataset I chose was not the best for predicting. The Random Forest Classifier yielded the best results for my dataset. I found that a lot of the columns were not really related and there were not a lot of columns. In terms of preprocessing the dataset was easy to work with.
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