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With parametric computer-aided design (CAD) software, designers can create geometric
models that are easily updated (within limits) by modifying the values of controlling pa-
rameters. These numeric and non-numeric parameters control the geometry in two ways:
parametric operations and geometric constraint solving. This paper examines the advan-
ces over the last decade in the representation of parametric operations and of solving
geometric constraint problems. An extensive literature has grown up surrounding geo-
metric constraint solving and there has been substantial progress in the types of objects
and constraints that can be handled robustly. Yet parametric operations have remained
largely within the same conceptualization and begin to limit the flexibility of CAD sys-
tems, since they still do not align well with a systematic design process.
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1 Introduction

Parametric computer-aided design (CAD) software is used per-
vasively in the design and manufacture of modern-day mechanical
products. In parametric CAD, designers define the size, shape, and
positions of geometric features and assembly components in terms
of numerical and non-numerical parameters. By changing parame-
ter values, a design can be easily modified, within limits.

Two computational mechanisms, intertwined in current para-
metric CAD software, are used to control the geometry from input
parameters:

• parametric operations, such as extrude and unite, which con-
struct geometric objects that satisfy implied constraints
imposed when the user selects the operation and its inputs,
and

• geometric constraint solving, which repositions and scales
geometric objects in sketches and assemblies so that they sat-
isfy constraints that are explicitly imposed on them by the
user.

This paper surveys the state of the art in parametric operations
and geometric constraint solving technology. It describes the state
of the art a decade ago, as well as advances that have occurred
since then.

The paper first addresses, in Sec. 2, the technical challenges
and advances related to parametric operations in CAD and
explains how geometric constraint solving fits with parametric
CAD. Then, the bulk of the paper addresses advances in geomet-
ric constraint solving techniques, which are discussed in two
major sections:

• In Sec. 3, a broad range of approaches to constraint solving is
discussed. Over the years, many different approaches have
been reported in the literature, and this section sketches them
briefly.

• To date, the dominant approach to constraint solving is based
on a constraint graph analysis that formulates a solution plan,

followed by a solver that, usually recursively, elaborates the
plan and computes a solution. This material is developed in
Sec. 4.

Section 5 provides a summarizing discussion with some
conclusions.

The scope of the paper is limited to the computation of the
size, shape, and placement of geometric objects including points,
curves (e.g., straight lines, arcs, conics, and freeform), and surfa-
ces (e.g., planar, cylindrical, conical, spherical, and freeform) as
controlled through implicitly or explicitly imposed geometric
constraints. The constraints can be dimensional, relating CAD
parameters to radius, distance, and angle, and they can be geo-
metric, positing perpendicularity, concentricity, tangency, and so
on. The problems can be posed in 2D or 3D space. The paper
does not address the less centrally related subjects of geometric
topology, feature semantics, knowledge-based engineering, or
optimization.

2 Parametric Operations in CAD

Parametric operations are created when a designer uses solid
modeling operations such as extrude, unite, and blend. The para-
metric operations are recorded as a sequence (or tree) of construc-
tion steps in a construction history that can be controlled by the
user. Parameters, such as the radius for a blend operation, occur as
inputs to the operations. If the value of a parameter is changed, the
construction history is re-executed and the updated geometry is
constructed, e.g., Ref. [1]. As shown by the examples in Table 1,
parametric operations may include:

(1) user equations—controlling parameters from other
parameters;

(2) parameter controlled geometry—controlling geometry from
parameters and other geometry; and

(3) measured geometry—controlling parameters from geomet-
ric computations.

Variations of these operations may involve other types of param-
eters (e.g., logical, enumerated, and text string) and other geometric
objects (e.g., complete sketches, data, and solids); however, the sa-
lient point is that there is a fixed directional dependency between
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the input entities on the right-hand-side of the assignment opera-
tions and the output entities on the left-hand-side. Therefore, while
the parametric operation conceptualization lends itself to the provi-
sion of computations with diverse kinds of geometric objects and
(implied) constraints, the fixed directional dependency makes it
necessary for users to plan ahead how the features of the model
should be controlled and may require manually uncoupling relation-
ships that would otherwise give rise to cyclic dependencies. This
conceptualization contrasts with the constraint solving conceptuali-
zation in which there are no such fixed directional dependencies.
Users introduce parameters and geometric objects first and then
annotate them with constraints, which are then satisfied through
constraint solving computations. Advances in parametric operations
technology relate to improvements in the types and robustness of
parametric operations themselves and to improvements in dealing
with the inflexibility of the fixed directional dependencies.

2.1 Developments Until 2000. The earliest parametric CAD
system dates from the 1970s [2]. It used a dual representation,
describing solids both in constructive solid geometry (CSG) and in
boundary-representation (B-Rep). In this dual representation, the
solid model is represented as a binary tree in which the leaves are
primitive shapes such as blocks and cylinders, and the branches
are Boolean operations such as unite, intersect, and subtract. Each
primitive can be thought of as a parametric operation with input
parameters defining size and position. The output is then the shape
of the primitive as a B-Rep. Boolean operations take selected B-
Rep shapes as input and output the resulting B-Rep shape. The
CSG tree provided a very basic construction history.

The first parametric CAD system, in the sense as it is understood
today, is Pro-Engineer, released by Parametric Technology Corpo-
ration in the late 1980s [3]. In this CAD system, the sizes and posi-
tions of geometric objects could be directly related to each other
[4]. Thus, if the user changed the value of a dimension between
geometric objects, or moved a geometric object, this could initiate
other geometric objects to be moved automatically. Dimensions
and geometric constraints appeared in parametric operations in
two ways. In the first way, dimensions appeared as inputs to para-
metric operations and specific constraints were implied. For exam-
ple, in an extrude operation, an input dimension controlled the
length of the extrusion and perpendicularity between the side faces
and the extruded face was implied. In the second way, dimensions
and geometric constraints could be annotated to curves on a 2D
sketch that defined the cross-section profile for a sweep operation
such as extrude or revolve. In a flurry of activity in the early
1990s, e.g., [5–7], it became standard for geometric constraint
solving to be used for sketches.

In an effort to expand the benefits of constraint solving beyond
the isolation of sketches in sweep operations, one commercial sys-
tem (I-DEAS) implemented numeric equation solving capabilities
with inequalities [5]. Some commercial systems (e.g., I-DEAS and
CoCreate [3]) also implemented constraint solving for three-
dimensional solid geometry. As well, some feature modeling
research systems used constraint solving for computing feature
sizes and locations in 3D [8]. One such system tries to maintain
consistency between B-Rep, construction history, and feature
model representations with constraint solving occurring independ-
ently within operations of the construction history [9]. Another
system integrates a feature model with a cellular geometric model
and performs all constraint solving prior to combining features in
the cellular model [10]. However, none of these technologies have
become wide-spread in CAD, likely due to the complexity of the
interactions that are possible between the constraint solving and
the parametric operations. On the other hand, 3D constraint solving
is now commonplace in assembly modeling where component
positioning constraints are satisfied only after the solid shapes have
been generated from the parametric modeling operations.

Improvements in parametric operations themselves have primar-
ily been in their robustness and variety, for example, edge blend
operations that used to fail when the radius of the blend was
greater than the width of the tangent face now automatically forgo
the tangency requirement in order to obtain a solution (as shown in
Fig. 1), see also Ref. [11]. However, the overall framework of
parametric operations has stayed the same. Some applications have
made interesting use of this framework, for example for parametric
design optimization in which the dimensional parameters are
manipulated by an optimization algorithm in order to satisfy a geo-
metric goal (e.g., desired volume) or structural goal (e.g., desired
stress from imposed loads [12]).

2.2 Developments Since 2000. The emphasis of the last dec-
ade has been on mitigating the rigidity inherent in parametric
CAD owing to the parametric operations [13,14]. For example, it
should be possible to simply grab a face and drag it to where it
should be. Instead, the designer must find the controlling opera-
tion in the construction history and within that operation find the
controlling parameter. This could be, for example, a dimension in
a sketch or the length of an extrusion. Changing the value of the
parameter may then have unintended side-effects in other opera-
tions, e.g., [1]. To overcome this inflexibility, a variety of hybrid
modeling systems have been developed by vendors and research-
ers that combine parametric and direct-manipulation interfaces
[15–17]. In these systems, it is possible to reposition faces, scale
the sizes of features or even twist features. Unfortunately, these
systems implement the direct modeling interactions as transforma-
tion operations that are simply added to the construction history as
additional parametric operations. For example, using the Move
Face operation in Siemens PLM NX 7.5 Synchronous Technology
[18], the user can select a side face on a parametrically defined
solid and translate it interactively in the graphics display to make
the shape 2 mm wider. The magnitude and direction of the transla-
tion is recorded in a new parametric operation and the previous

Table 1 Examples of parametric operations versus constraint
solving problems

Situation Parametric operations Constraint solving

User
equations

1. ri :¼ 5 Parameters ro, ri

2. ro :¼ riþ 5 ro – ri¼ 5
ro¼ 2ri

Parameter
controlled
geometry

1. Parameter ro:¼5 Parameter ro

2. Line L1 :¼ Line (1,0,0) Lines L1, L2

3. Line L2 :¼ Line (0,1,0) Circle C1

4. Circle C1 :¼ Circle with ro¼ 10
radius tangent to two Fixed (L1)
lines (ro, L1, L2) Fixed (L2)

Tangent (L1, C1)
Tangent (L2, C1)

Radius (C1, ro)
Measured
geometry

1. Point P1 :¼ Point (0,0,0) Points P1, P2

2. Point P2 :¼ Point (10,0,0) Parameter d
3. Parameter d :¼ Distance Fixed (P1)
Measure (P1, P2) Fixed (P2)

Distance (P1, P2, d)

Fig. 1 Blended edge (a) small radius (b) error condition (c) tan-
gency removed
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operations in the construction history are maintained exactly as
before. If the dimension for the original width is changed, the con-
struction history is replayed, including the Move Face operation,
which keeps the width 2 mm wider than specified. Thus, meaning-
ful parametric control is lost. Another approach to resolve the
inflexibility problem has been to treat some parameters as soft pa-
rameters and assign intervals [19] or set membership [20].

The limitations inherent with using parametric operations as a
basis for design software are discussed by Bettig et al. [13]. They
find that the search for design solutions when following a system-
atic design process is impeded by parametric operations because:

• Designs from parametric operations are implicitly fully con-
strained. In general, it is not clear which input parameters are
controlled by requirements and which parameters can be
tweaked. As well, some of the constraints implied by an oper-
ation may be superfluous with respect to the design intent or
design requirements.

• Parametric operations are designed to output a unique solu-
tion. Often there are multiple mathematical solutions that
should be explored.

• Parametric operations inherently bundle all implied constraints
controlling an object into a single operation. Thus it is impos-
sible to impose constraints from multiple sources onto a single
object without manually combining them into one operation. It
is also impossible to add further controls on an object once the
object has been defined through a parametric operation. As
well, coupled constraints must be manually uncoupled.

• The constraints or design intent implicit in a parametric opera-
tion can be violated by the parametric operations that follow it.

Future design software is proposed that does not rely on para-
metric operations; however, it is clear that parametric operations
will continue to be used for the near future.

3 Major Approaches to Geometric Constraint Solving

The literature on geometric constraint solving often abstracts
the problem as follows:

Given a set of geometric objects, such as points, lines, and
circles, geometric and dimensional constraints, such as distance,
tangency, perpendicularity etc., and an ambient space, usually the
Euclidean plane assign coordinates to the geometric objects such
that the constraints are satisfied or report that no such assignment
has been found.

The competence of the solver is related to the report that no solu-
tion has been found: If no solution exists in that case, the solver is
fully competent. On theoretical grounds, constraint solving is dou-
bly exponential, so that in practice we settle for partial competence
as long as the solver finds a solution for most of the problems aris-
ing in an application area, in acceptable time and space.

The main approaches to solving constraint problems are graph-
based, logic-based, algebraic, and theorem prover-based. See also
Ref. [21] that informs some of the material in this section.

3.1 Developments Until 2000

3.1.1 Graph-Based Approaches. In the graph-based approach,
the constraint problem is translated into a labeled graph, the con-
straint graph with vertices representing the geometric objects that
are constrained, and edges representing the constraints them-
selves. We distinguish three main strands: the constructive
approach, the degree of freedom techniques, and propagation
methods.

3.1.2 Constructive Approaches. In this approach, the con-
straint graph is decomposed and recombined to extract basic con-
struction steps that must be solved. A second phase elaborates
these steps, employing algebraic and/or numerical methods. This
approach has become dominant and will be discussed in depth in
Sec. 3.1.4.

3.1.3 Degrees of Freedom Analysis. The graph vertices are
labeled with the number of degrees of freedom of the represented
geometric object. In 2D, a point would have two degrees of free-
dom, a circle 3. Each graph edge is labeled by the degrees of free-
dom canceled by the represented constraints. If the incident verti-
ces are points in 2D, for instance, an incidence constraint cancels
two degree of freedom, a distance constraint cancels one degree
of freedom. This graph is analyzed for a solution strategy.

Kramer [22,23] uses this approach to analyze and solve certain
mechanisms. A symbolic solution method is derived using rules
that have a geometric meaning. In Ref. [23], Kramer proves cor-
rectness of his method by establishing that the algorithm can be
understood as a canonical rewrite system. Hsu and Brüderlin [24]
solve the constraint problem in two phases, generating first a sym-
bolic rules representation, followed by elaborating those rules by
solving them. If geometric reasoning fails, a numerical solution is
attempted.

Latham and Middleditch, [25], decompose the graph into mini-
mal connected components they call balanced sets. If a balanced
set is in a predefined set of patterns, then the subproblem is solved
by a geometric construction, otherwise a numeric solution is
attempted. This method also deals with symbolic constraints and
identifies under- and overconstrained problems. Overconstrained
problems are approached by prioritizing the given constraints.

3.1.4 Propagation Approaches. These methods encode the
constraint problem by a graph in which the vertices represent vari-
ables and equations and edges are labeled with occurrences of var-
iables in equations. Propagation seeks to orient the graph edges
such that all incident edges to an equation vertex are incoming
edges except for one. If this succeeds, then the equation system
has been triangularized. Orientation algorithms include degree-of-
freedom propagation and propagation of known values, e.g.,
Refs. [26,27]. The method fails when the orientation creates
loops, so the algorithms include techniques to break loops [27]
and may resort to numerical solvers. In Ref. [28], Borning et al.
describe a local propagation algorithm that can deal with
inequalities.

3.1.5 Logic-Based Approaches. In this approach, the con-
straint problem is translated into a set of geometric assertions and
axioms. Applying geometric reasoning, this representation is trans-
formed such that specific solution steps are made explicit. A set of
construction steps is available to the solver and is solved by assign-
ing appropriate coordinate values to the geometric entities.

Aldefeld [29], Brüderlin [30–32], Sohrt and Brüderlin [33], and
Yamaguchi and Kimura [34] use first order logic to derive geomet-
ric information applying a set of axioms from Hilbert’s geometry.
Essentially, these methods yield geometric loci at which the ele-
ments must be. Sunde [35] and Verroust et al. [36] consider two
different types of constraints: sets of points placed with respect to
a local coordinate frame and sets of straight line segments whose
directions are fixed. The reasoning is basically performed by
means of a rewriting system on the sets of constraints. The prob-
lem is solved when all the geometric elements belong to a unique
set. Joan-Arinyo and Soto-Riera, [37,38], extended these sets of
constraints with a third type consisting of sets containing one point
and one straight line such that the perpendicular point-line distance
is fixed.

3.1.6 Algebraic Approaches. In this approach, the problem
is translated into a system of equations whose variables are the
coordinates of the geometric elements and the equations express
the constraints upon them. The equations are in general nonlinear.
The main advantage of this approach is its completeness and
dimension independence. A major difficulty of the approach is
that the equation system is difficult to decompose into subpro-
blems and that a general, complete solution of algebraic equations
is inefficient. Note, however, that small algebraic systems arise
in many of the other solution approaches and are routinely
solved.
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3.1.7 Symbolic Methods. General equation solvers employ
symbolic techniques such as Gröbner bases [39] or the Wu-Ritt
method [40,41] to triangularize the equation system. Buchanan and
de Pennington [42] describe a solver built on top of the Buchberger’s
algorithm. Kondo reports a symbolic algebraic method in Ref. [43].

3.1.8 Numerical Methods. Numerical methods are among the
oldest approaches to constraint solving. Numerical methods solve
large systems of equations iteratively. Methods such as Newton
iteration do well if a good approximation of the intended solution
can be supplied and the system is not ill-conditioned. So, if the
starting point is taken from the user’s sketch, then the sketch should
be close to the intended solution. Nonlinear systems have multiple
solutions, but the numerical methods may find only one and may
not offer control over the solution in which the user is interested.

Borning, [44], Hillyard and Braid, [45], and Sutherland, [46],
use a relaxation method. This method perturbs the values assigned
to the variables and minimizes some measure of the global error.
In general, convergence to a solution is slow.

The method most widely used is the Newton-Raphson iteration. It
is used in the solvers described in Refs. [47–49]. Newton-Raphson
is a local method and converges much faster than relaxation. The
method does not apply to consistently over-constrained systems of
equations unless special steps are taken, such as solving a least-
squares problem.

Homotopy continuation, [50], is a family of methods that are
global and guarantee convergence. They are exhaustive and allow
to determine all solutions of a constraint problem. Their efficiency
is worse than that of Newton-Raphson. Lamure and Michelucci,
[51], and Durand, [52], apply this method to geometric constraint
solving.

3.1.9 Theorem Proving. Solving a geometric constraint prob-
lem can be considered a subproblem of proving geometric theo-
rems. However, geometric theorem proving requires more general
techniques and, therefore, methods which are much more complex
than those required by geometric constraint solving.

Wu Wen Tsün’s Wu-Ritt method, an algebraic-based geometric
constraint solving method can be used to solve geometry theorems
[41,53]. The method automatically finds necessary conditions to
obtain nondegenerated solutions. In Ref. [40], Chou applies Wu’s
method to prove novel geometric theorems and [54,55] reports on
automatic geometric theorem proving which allows to interpret,
from a geometric point of view, the proof generated by
computation.

3.2 Developments Since 2000. Most of the key advances are
described in Sec. 4. Here, we restrict to advances that interface
with other areas or cannot be readily integrated into graph-con-
structive solvers.

3.2.1 Deformations. Deformation problems can be under-
stood as constraint solving when there are restrictions placed on
the type of deformation. For example, Moll and Kavraki [56] con-
sider deformations that minimize bending energy, as does Ahn et
al. [57] and others [58,59]. Surface deformation under area con-
straints, e.g., [60], also belongs in this category. These techniques
and insights are rarely integrated with other geometric constraints
such as distance from reference points, angle of intersection, per-
pendicularity, etc.

3.2.2 Dynamic Geometry. Given an underconstrained system,
we can add constraints to make the problem well-constrained.
These additional constraints can be understood as parameters
when they are dimensional, and varying the parameter values, dif-
ferent solutions arise which can be collectively understood as a
dynamic geometric configuration. A simple example would be a
piston-crank assembly. Systems such as Cinderella [61] are
designed to deal with such problems. A number of papers have
investigated these problems from a constraint solving perspective,
including Ref. [62].

3.2.3 Evolutionary Methods. In this approach, the problem is
re-interpreted as an optimization problem that is attacked using
genetic, particle-swarm or other evolutionary methods, e.g., [63–65].

4 Graph-Constructive Solvers

Graph-constructive solvers have become the dominant class of
geometric constraint solvers.1 This class of constraint solvers
builds first a graph representing the constraint problem for the pur-
pose of isolating specific, small subsets of geometric objects and
constraints among them that can be solved separately. In a second
phase, the solvers then recursively solve the actual constraints,
guided by the graph decomposition, and determine coordinate
assignments that solve the constraint problem. Each phase can end
in failure, either because the constraints are not satisfiable or else
because the solver does not succeed in breaking down the problem
into subproblems that fit into the repertoire of subproblems the
solver understands. In the following, we refer to the graph con-
struction and analysis as phase 1 of the solver and for the subse-
quent computations determining coordinates as phase 2. We can
think of phase 1 as formulating a plan for solving the constraint
problem and phase 2 as solving it according to this plan.

The graph that is analyzed in phase 1 has vertices representing
the geometric objects to be instantiated and edges that represent
constraints between them. Both vertices v and edges e are labeled
with positive integral weights. The weight w(v) of vertex v repre-
sents the degrees of freedom when placing the corresponding geo-
metric object. For example, points and lines in the plane have two
degrees of freedom. Put differently, the weight is equal to the
number of independent coordinates of the geometric object. For
edges e¼ (v1, v2), the weight w(e) is the number of coordinates of
the adjacent vertices that can be determined from the equation
expressing the constraint. For instance, if two points, represented
by v1 and v2, are to be at a given distance, then w((v1, v2))¼ 1, but
if they are to be coincident, then w((v1, v2))¼ 2.

The graph-constructive approach to constraint solving further
divides into three families on account of whether the primary
graph analysis is top-down, bottom-up, or hybrid. Additional dis-
tinctions can be drawn by the catalogue of graph patterns recog-
nized by the graph analysis.

4.1 Developments Until 2000. The top-down approach for
2D constraint problems was pioneered by Owen [6] in 1991.
Owen recursively decomposes the constraint graph into tricon-
nected components, in phase 1, searching for three vertices that
split the graph into three subgraphs. In the recursive process, split-
ting the graph by an articulation node into two subgraphs corre-
sponds to finding an under-constrained configuration in the con-
straint problem. The triangles found in this decomposition
correspond to equation systems that involve solving univariate
quadratic equations, thus are simple to solve.

The bottom-up approach was first proposed by Bouma et al. in
1993 and reported in Ref. [7]. Here, triangles are located in the
graph and correspond to solvable subsystems, leading to the same
repertoire of equation systems in phase 2 as in the top-down
approach. Bottom-up solvers are good at determining over-con-
strained subproblems, both consistent and inconsistent. Both
Owen’s top-down and Bouma’s bottom-up methods are of O(n2)
complexity in phase 1 [66].

Research leading up to 2000 focused mainly on extending the
repertoire of subgraphs that the bottom-up approach can handle
and seeking good algorithms for solving the associated equation
systems in phase 2. It also includes work that shores up the under-
lying theory of triangle solvers. In particular, we know that if
there is a bottom-up decomposition, then any sequence of decom-
position steps in phase 1 will succeed [67]. Moreover, the (variant
of a) solution found in phase 2 does not depend on the order in

1We use this term in the broadest sense.
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which phase 1 decomposed the graph: the same set of triples is
interrogated, albeit in a different order [67].

Geometric constraint problems correspond to systems of non-
linear equations. Thus, a constraint problem can have multiple
solutions. Which solution is intended is a difficult user-interface
problem that was first broached in Ref. [7]. For the basic triangle
decomposition solvers, the problem manifests in how to place
three related geometric elements with respect to each other. So,
Ref. [7] picks solutions in which such triples are placed as they
were in the input sketch. This works well in many, but not in all,
cases. Later work by Sitharam engages the user in a visual dia-
logue to obtain guidance from the user.

Extensions to the bottom-up solvers include variable-radius
circles [6], certain cubic Bézier curves [68], conics [69], and sub-
graphs that involve solving algebraic equations that are higher
than quadratic [7]. Owen’s treatment of variable-radius circles is
largely numerical. The equations that arise in general have high
degree in some of the cases as discussed later.

Prior to 2000 there are also attempts at combining different
approaches. Fudos and Hoffmann succeeded in combining top-
down and bottom-up analysis in Ref. [70], so creating a hybrid
solver. This allows dealing with under- and over-constrained
problems uniformly. Moreover, Hoffmann and Joan-Arinyo [71]
make a first cut at combining graph-constructive solvers with
equation solvers opening the door to more general constraint prob-
lems that can use symbolic dimensional constraints and equations
relating them by equations supplementing the geometric con-
straint specifications.

Graph-constructive solvers for spatial constraints are a natural
next step and have been considered early-on. For spatial constraint
solving using this approach, the main problem is to solve the aris-
ing subsystems of equations which are considerably more com-
plex than in the planar case, even for very simple subgraph pat-
terns. There are also many subgraph patterns needed for simple
configurations if lines are allowed, a further barrier. Early work
therefore restricts to points and planes in 3D.

In Ref. [72], Hoffmann and Vermeer begin exploring the basic
subgraph patterns for spatial constraint solvers using points and
planes only. The work explores both basic sequential as well as
basic simultaneous configurations. The simplest nontrivial sub-
graph, for simultaneous problems, is the octahedron. In Ref. [73],
this subgraph is considered and some of the cases are solved using
geometric reasoning. Durand and Hoffmann [74,75] solves the
equations of the octahedron using homotopy continuation. This
allows a uniform approach to all arising cases but requires nontri-
vial numeric computation.

When allowing lines as part of the constraint problem, even se-
quential constructions can be complicated. For example, we can
define a line in 3-space by its distance to four fixed points in
space, asking effectively to find a common tangent to four given
spheres. The associated equation system has degree 24, but with
only 12 distinct solutions possible [76]. It can be shown that some
problem instances have exactly 12 distinct solutions, thus estab-
lishing a tight bound on the number of common tangents.

Most of the work up to that point seeks to either extend the geo-
metric vocabulary or identifying tractable and practically relevant
subgraph patterns. But the possible subgraph patterns are infinite
in number, so work begins before 2000 that asks whether there is
a graph decomposition that does not restrict to a fixed set of sub-
graph patterns. Lomonosov and Sitharam begin this work together
with Hoffmann and report a decomposition algorithm that identi-
fies any solvable subgraph using a flow-based approach [77,78].
Sitharam perfects this algorithm later, as discussed below.

4.2 Developments Since 2000

4.2.1 Graph Decomposition. In a series of papers, Sitharam
and collaborators complete the graph decomposition [79,80].
While earlier work concentrates on finding a subset of graph

patterns that correspond to small, solvable subsets and are, at the
same time, sufficiently general to have practical significance,
Sitharam’s frontier algorithm finds all subsets that correspond to
subproblems solvable in isolation, thus generalizes the graph
decomposition once and for all. Note that the frontier algorithm
works for both 2D and 3D constraint problems, as well as for
higher-dimensional spaces.

Contemporary work and later papers in this space work out var-
iants of the algorithm or of the earlier decomposition algorithms
that are easy to implement and improve specific details. For
instance, Ref. [81] addresses the coupled decomposition when
parametric constraints are present, Ref. [82] considers the domain
of triangle decomposition, and Refs. [83,84] simplify the solver
architecture. See also Ref. [85].

In 3D constraint solving, the number of simple patterns that can
arise when allowing lines is very high, as discovered by Gao and
his collaborators [86]. This means that graph constructive solvers
must synthesize subgraph pattern as part of the graph decomposi-
tion. Thus, one aspect of the importance of Sitharam’s algorithm
is that the frontier algorithm does exactly that. But it also means
that in phase 2, the algebraic equation systems will, in many
cases, require generic techniques for solving, and that root selec-
tion also must be based on general principles. Gao’s locus inter-
section method is one such approach [87].

Some of the problems associated with the 3D analysis con-
straint graphs involve characterizing rigidity. This problem has
been addressed in papers by Sitharam and collaborators [88,89].
Mathis and Thierry [90] posit that the rigidity analysis of the
decomposition/recombination approach captures problem invari-
ance under rigid motion. He then extends the approach by consid-
ering other groups of geometric transformations, so deriving a
more general view of decomposition and recombination.

4.2.2 Under- and Overconstrained Problems. Undercons-
trained and overconstrained problems may be amenable to special
treatment. In the underconstrained case, Owen’s top-down decom-
position and Sitharam’s frontier algorithm can pinpoint the sub-
graph that is incompletely constrained. More is possible when
differentiating by constraint type. For instance, van der Meiden
[91] identifies a type of subgraph where groups of angle con-
straints are recognized that lead to a finer decomposition and so
allows better strategies for how to interact with the user to com-
plete the constraints. In Ref. [92], he proposes nonrigid cluster
rewriting configurations and techniques for root selection and for
certain point configurations in 3D.

Overconstrained problems should be consistently overcon-
strained, for example, if a triangle is specified by three side lengths
and one angle, then the angle value stipulated should be consistent
with the required side lengths. Bottom-up solvers are well suited.
General work on these problems includes the algorithm in Ref.
[93] that addresses how to isolate overconstrained subgraphs.

Joan-Arinyo et al. [94] describe strategies to complete undercon-
strained problems. This also allows constraints to have priorities and
originate from multiple views. This is an example of approaching
overconstrained problems by grading the constraints, positing that
some are more important than others. This approach is popular in
applications. Jermann and Hosobe [95], so, approach overcon-
strained problems, allowing constraints to be arranged in hierarchies.

4.2.3 Variable-Radius Circles. For 2D constraint solvers, the
triangle decompositions based on Refs. [6] and [7] provide a practi-
cal and useful subset of solvable problems. Extending this subset
by variable-radius circles, that is, with circles whose radii are deter-
mined by the constraint configurations and are not explicitly given,
are a logical extension that expands the solver competence signifi-
cantly. For the graph analysis, two patterns must be added, one that
determines center and radius from three constraints sequentially,
the other in which the circle links with four constraints linking two
clusters that can move relative to each other with one degree of
freedom. While the sequential case is elementary, the second,
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simultaneous case yields algebraic equation systems that can be
quite complex. The cases that arise have been investigated by
Chiang and Hoffmann [96,97] and Chiang and Joan-Arinyo [98].
Owen already knew that one of the cases that arise in the sequential
setting is the Apollonius problem. This case can be treated algebrai-
cally by transformation to a 3D configuration space in which the
(up to eight) solutions are determined from univariate quadratic
polynomials. The harder cases entail equation systems that must be
solved numerically. Most recently, Chiang et al. revisit this prob-
lem and give a solution to the equation systems that exploits the
parallelism of the graphics processing units (GPUs), so providing a
fast and practical solution strategy; [99–101].

4.2.4 Valid Parameter Ranges. Given a constraint problem
with dimensional constraints, we may ask what ranges of distance
and angle constraints lead to solvable problems. This very difficult
question has been considered in a number of papers [81,102,103].
In general, the problem requires restricting to individual parameters
since the solution space is multidimensional and not necessarily
connected, thus is difficult to explore. Joan-Arinyo and Mata [104]
allow specifying intervals on dimensional parameters, and Mekhna-
cha et al. [105] allow applying probability distributions. Note that
an exploration of valid parameter ranges in geometric constraint
solving provides tools for tolerance and kinematic motion analyses.

4.2.5 Root Selection. There are two difficulties selecting, from
the multiple solutions, one that corresponds to the application and
user intent. The first difficulty is technical: what is a criterion for
root selection that is invariant under translation and rotation. For
triangle solvers one such criterion, used early-on, is a coordinate-
free interpretation of the relative orientation of three geometric ele-
ments. The significance of Ref. [67] is that it shows the invariance
of this criterion under alternative graph decompositions in phase 1.
The second difficulty is that user guidance, for instance in CAD
applications, is difficult to obtain because the solver is a deeply em-
bedded component in CAD systems and the user is not likely to
understand how the constraint problem has been formulated and
how the solver works internally, thus posing questions to the user
must be back-translated into terms that are visual and relate to the
user’s vocabulary. Sitharam et al. [106] guides user choice in her
implementation by presenting the different root choices as graphi-
cal configurations of the shape elements.

Bettig and Shah [107] propose a set of inequality-based con-
straints such as in front of/behind, on indicated side of, same ori-
entation, concave/convex, and sharp/smooth to allow users to
specify the intended solution. Kale et al. [108] propose an addition
to the frontier algorithm that inserts steps into the solution plan
for checking the inequality conditions: if they are not met, back-
track through previous steps to obtain the next possible solution.
The scheme has been found to be efficient as long as the inequal-
ity checking steps follow very closely behind the equation solving
steps to which they apply.

4.2.6 Other Geometric Primitives in 2D. Gao et al. [109] dis-
cusses solving constraints with conics and linkages. There is some
overlap between the constraint solving community and the CAGD
community. Some work has attempted to fuse the two geometric
vocabularies, to date with little practical impact. Examples of this
work include [110]. Here, again, one key problem is that phase 2
has to work with equation systems of potentially high-degree.
These difficulties can be overcome, in part, with GPU implemen-
tations [111].

Commercial solvers have been more conservative. They allow
the traditional constraints on parametric curves such as prescribed
end tangents, but they also allow constraints on curve length and
maximum curvature [112].

4.2.7 3D Constraints. The early work was heavily influenced
by graph pattern analysis. In contrast to 2D solvers, however,
there seems to be no small subset that is both simple algebraically
and practical in applications. In part, this is because 3D is inher-

ently harder than 2D, but the difficulties may also be impacted by
the paucity of 3D user interfaces and practical constraint patterns.

Restricting to points and planes, Michelucci [113] uses the Cay-
ley-Menger determinant to devise an elegant algebraic solution to
the octahedron pattern. Sitharam et al. [114] analyze coupled 2D
and 3D systems as might arise in assemblies of variational parts.
Gao et al. [86] show that the number of basic configurations num-
bers in the hundreds when lines are allowed as primitive geomet-
ric elements.

Geometry theorems constitute implicit constraints that may not
be known to the solver. One method to expose hidden constraints
is the witness method in which random configurations are investi-
gated for unrecognized incidences and concurrencies, e.g., [61].
Michelucci and Foufou use the witness method to solve particular
constraint problems, including 3D [115–117].

4.2.8 Numerical Methods. With the advent of arbitrarily
complex subproblems, numerical solution methods need to be
more competent. There is relatively little work on this aspect. Shi
and Chen [118] consider the question and propose explicit techni-
ques to isolate subproblems for subsequent numerical solutions.
Gao et al. [86] propose to cut some of the constraints and mapping
the problem to a dynamic geometry problem that is numerically
approached. The resulting curves corresponding to the values of
the cut constraints can then be intersected with the required val-
ues, so achieving a solution numerically.

4.3 Open Problems. Geometric constraint solving has bene-
fited from many theoretical and practical advances. Nonetheless,
many open problems remain, both with respect to understanding
the theoretical foundations as well as with respect to providing
applications with better capabilities. We give a sampling of prob-
lems now.

It should be remembered that the graph analysis does not
account for implicit relationships of the numerical parameters.
Thus, even though a constraint graph may be analyzed as overcon-
strained, the parameter valuation may contain redundancies and
the problem may well have a solution. Moreover, in 3D, a com-
plete characterization of when a graph is well-constrained is not
fully understood, e.g., [88–90].

Rigid subgraphs, identified by the graph analysis, can have arbi-
trary complexity, and therefore lead to algebraic equation systems
of high degree. This degree barrier has been attacked with a vari-
ety of techniques, including most recently with GPU-based com-
putations, e.g., [99–101]. These methods often rely on rendering
the equations as manifolds and using graphics operations in the
GPU to find potential solutions. When the dimensionality of those
manifolds is high, straightforward GPU computations do not suf-
fice and more abstract conceptualizations are necessary.

Given a well-constrained problem, finding valid parameter
ranges is of great practical interest. Here, the difficulty is that the
solution space is a complex, high-dimensional manifold that
would be very costly to represent and map out fully. So, existing
techniques consider small sets of parameters to keep the dimen-
sionality low, e.g., [81,102–105]. Effective factorization theorems
are needed to allow searching such restricted parameter sets in a
way that yields information about the nature of the global solution
range, from these local ones.

Equally of great practical interest is to find an effective strategy
for root identification, i.e., to identify which of the different solu-
tion should be selected, e.g., [67,106–108]. As for the case of
valid parameter ranges, the space of possible solutions is large
and complex, so that mapping it completely is out of the question.
Moreover, as parameters are varied, different paths through the
solution tree may be necessary, depending on the user’s applica-
tion. In such a situation a semiautomated method should be con-
sidered, adding the difficulty of how best to communicate the con-
sequence of choices in the interaction with the user.

Both in 2D and in 3D, it is desirable to seek incorporating addi-
tional shape primitives, and parametric curves and surfaces are an
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obvious choice, e.g., [110–112]. Here, we have a clash of concep-
tualizations: classical geometric constraint solvers ultimately
solve algebraic equations, whereas in CAGD many of the degrees
of freedom are determined by control points or knots. A unifica-
tion of the two bodies of work may well require a radically differ-
ent approach. Similarly, specifying constraints of minimum length
or bending energy is of practical interest, yet little is known about
incorporating such constraints on curves and surfaces into geo-
metric constraint problems [57].

5 Conclusions

Over the last decade, the fundamental representations underly-
ing parametric control of geometry in CAD systems has changed
little. Most of the advances have been to expand the types of
objects and constraints that are recognized and can be handled
robustly. However it has also been recognized that the one-way
dependencies inherent in parametric operations severely limit the
flexibility of parametric CAD for designers and cause it to map
poorly to recognized systematic design processes. This observed
inflexibility offers opportunities for future break-throughs.

Geometric constraint solving methods have been developed over
the last decade to expand significantly the scope of solvers, both in
regards to the constraint graph structure analysis (phase 1 of Sec. 4),
as well as the types of geometric primitives allowed. The expanded
vocabulary is in part the result of new insights into geometric proper-
ties, and in part reflects advances in solver software. In particular,
GPU-based equation solvers have been shown to make formerly dif-
ficult subproblems easy through sampling and parallelization.
Graphics coprocessors will have continued impact going forward,
but their use should include more abstracted techniques as explained.

To-date, graph-based constraint solving continues to dominate.
The beginning part of the decade saw the achievement of a gen-
eral understanding of graph-based solving that allowed it to be
broadly applied. Advances in graph-based solving have also been
key with respect to specific subchallenges, including dealing with
under- and over-constrained problems, variable radius circles,
identifying valid parameter ranges, root selection techniques, and
3D constraints. Nevertheless, there are open problems despite
these achievements.

Some new approaches have also been developed, for example
using evolutionary algorithms. The use of techniques from
dynamic geometry and the consideration of deformable geometric
objects are more examples of attempts to broaden the scope of
geometric constraint solving. These advances testify to a vigorous
research field with many applications outside CAD as well.
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