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## Author attribution

Import tm and dplyr libraries. The former is the text mining library, and the latter provides tools for matrix operations.

## [1] 0

## used (Mb) gc trigger (Mb) max used (Mb)  
## Ncells 412579 22.1 750400 40.1 592000 31.7  
## Vcells 650033 5.0 1308461 10.0 1023697 7.9

library(tm)  
library(dplyr)

The first thing to do with the documents is to convert them to Corpus objects defined in tm library. While the texts are read in, a series of operations are performed, including enforcing lowercase, removing numbers & punctuations, and stripping white spaces. It is sometimes problematic to remove *stopwords* as such could change the meaning of the text. But given the abundance of data in this case, removing *stopwords* provides more benefits in terms of simplifying computation.

In detail, we defined a helper function that takes in a folder url which contains all the subfolders and documents, and then read in all the documents and convert them into a corpus object.

The training set and test set are converted into Corpus objects in the above way, and then the object is transformed into a DocumentTermMatrix and later normal matrix. No sparse terms are teased out at this stage.

get\_mat <- function(url, tfidf=1){  
 author\_list <- Sys.glob(url)  
  
 file\_list <- lapply(paste(author\_list, "/\*", sep=""), function(folder) Sys.glob(folder))  
   
 readFolder <- function(folder){  
 article\_list <- lapply(folder, function(fname) readPlain(elem=list(content=readLines(fname)), language="en", id=fname))  
 names(article\_list) <- folder  
 names(article\_list) <- sapply(names(article\_list), function(s) gsub(".txt", "", s))  
 names(article\_list) <- sapply(names(article\_list), function(s) gsub(".+/", "", s))  
 return(article\_list)  
 }  
   
 documents <- lapply(file\_list, readFolder)  
   
 names(documents) <- Sys.glob(url)  
 names(documents) <- sapply(names(documents), function(s) gsub(".+/", "", s))  
   
 documents\_corpus <- Corpus(VectorSource(documents))  
 names(documents\_corpus) <- names(documents)  
   
 documents\_corpus <- tm\_map(documents\_corpus, content\_transformer(tolower))  
 documents\_corpus <- tm\_map(documents\_corpus, content\_transformer(removeNumbers))  
 documents\_corpus <- tm\_map(documents\_corpus, content\_transformer(removePunctuation))  
 documents\_corpus <- tm\_map(documents\_corpus, content\_transformer(stripWhitespace))  
 documents\_corpus <- tm\_map(documents\_corpus, content\_transformer(removeWords), stopwords("en"))  
   
 # define an optional "control" parameter  
 # to weight the terms according to their tfidf index  
 if (tfidf) {  
 control <- list(weighting=function(x) weightTfIdf(x, normalize=FALSE))  
 documents\_DTM <- DocumentTermMatrix(documents\_corpus, control=control)  
 } else {  
 documents\_DTM <- DocumentTermMatrix(documents\_corpus)  
 }  
   
   
 documents\_mat <- as.matrix(documents\_DTM)  
   
 return(documents\_mat)  
}  
  
train\_mat <- get\_mat("data/ReutersC50/C50train/\*")

> Note: no visible binding for global variable '.Class'   
> Note: no visible binding for global variable '.Class'

test\_mat <- get\_mat("data/ReutersC50/C50test/\*")

Another problem when it comes to modeling and prediction, particularly in text mining, is the difference of words between the training set and test set. Here we define another helper function to remove the different columns, so only the shared words will be considered in the two datasets.

drop\_columns <- function(mat\_1, mat\_2){  
 drop\_cols <- c()  
 mat\_1\_terms <- colnames(mat\_1)  
 mat\_2\_terms <- colnames(mat\_2)  
   
 for (i in 1:length(mat\_1\_terms)){  
 if (!(mat\_1\_terms[i] %in% mat\_2\_terms)){  
 drop\_cols <- c(drop\_cols, i)  
 }  
 }  
   
 mat\_1 <- mat\_1[, -drop\_cols]  
}

Then using the above defined function, we transform the training and test sets. At this point, we also calculate the row vector length for training and test sets, which will be useful to calculate the vector angle between training and test vectors.

train\_dropped <- drop\_columns(train\_mat, test\_mat)  
train\_rscalar <- sqrt(diag(train\_dropped%\*%t(train\_dropped)))  
test\_dropped <- drop\_columns(test\_mat, train\_mat)  
test\_rscalar <- sqrt(diag(test\_dropped%\*%t(test\_dropped)))

### Model 1: matrix product and decide according to vector angle.

Important assumption: since the *test* set files are also stored in a folder-subfolder structure, it is assumes all the articles in the subfolder belong to the same author, which in effect expands each *unknown author's* terms matrix. This applies for model 2 as well.

# matrix multiplication between training and test vectors  
product <- train\_dropped %\*% t(test\_dropped)  
  
# scale the matrix product using training   
# and test vector lengths to get the cosine of their angle  
product <- product/matrix(rep(train\_rscalar, ncol(product)), ncol = ncol(product))  
product <- product/matrix(rep(test\_rscalar, ncol(product)), ncol = ncol(product))  
  
# in this model, if the two vectors pointing to the same direction  
# then they are seen as from the same author.  
# Therefore the predicted authors (in terms of their row index in the training set)  
# are the row indices corresponding to the max value in each column.  
authors <- sapply(1:ncol(product), function(n) which.max(product[, n]))  
  
# since we know the true authors are in the same order  
# in the test set as in the training set, we can calculate the prediction accuracy  
# by comparing the authors indices with the sequence from 1 to the number of authors.  
accuracy\_1 <- mean(authors==1:length(authors))  
cat("Model 1 accuracy:", accuracy\_1)

> Model 1 accuracy: 0.8

As seen from the output, this model gives accuracy of 80% (if the terms were not weighted according to their tfidf index, the accuracy is 30%).

### Model 2: Naive Bayes

We can also apply Naive Bayes method to determine the authors. Specifically, in this case our problem is to predict the probability

Where *x* can be any of the known authors from the training set. According to the general Bayes theorem, the above probability is equal to

Take logarithm of the expression and you will get the log probability terms as matrix expression

Where *smoothing count* is different from what was said durin the lecture, but is purely a tiny amount to avoid *infinity* values inside logarithm. Since we now in our case # articles by each author is the same, i.e. 50, the second term above is a constant, and the third term is independent of author and therefore is also a constant given the test set. We only need to calculate and compare the first term to determine the author.

However, for Naive Bayes method, the terms do not need to be converted to tfidf, so the *tfidf* flag is turned off to obtain the DTM object.

train\_mat <- get\_mat("data/ReutersC50/C50train/\*", tfidf=0)  
test\_mat <- get\_mat("data/ReutersC50/C50test/\*", tfidf=0)  
train\_dropped <- drop\_columns(train\_mat, test\_mat)  
test\_dropped <- drop\_columns(test\_mat, train\_mat)

Similar to model 1, the accuracy is measure as the fraction of correct attribution.

train\_prob <- log((train\_dropped+1/50)/sum(train\_dropped))  
author\_prob <- train\_prob %\*% t(test\_dropped)  
authors <- sapply(1:ncol(author\_prob), function(n) which.max(author\_prob[, n]))  
accuracy\_2 <- mean(authors==1:length(authors))  
cat("Model 2 accuracy:", accuracy\_2)

> Model 2 accuracy: 0.88

It is seen that Naive Bayes method gives a little higher accuracy over the vanilla vector angle method. But the different is small in this case: 88% vs 80%. Considering the small sample size (50 in total since each subfolder is assumed to belong to the same author) this makes it difficult to assert which model is better.

## Practice with association rule mining

## [1] 3

## used (Mb) gc trigger (Mb) max used (Mb)  
## Ncells 492591 26.4 1168576 62.5 1168576 62.5  
## Vcells 825680 6.3 14303478 109.2 17879331 136.5

Import arules library for association rule mining.

library(arules)

Import data with read.transactions() function from arules, which will automatically convert each row into a list of items separated by commas, and the returned object is a transactions object. This function will also drop duplicate items from each basket if rm.duplicates = TRUE.

groceries <- read.transactions("data/groceries.txt", sep=",", rm.duplicates = TRUE)

We can assign each user an id by converting the transactions to a list with as(from="transactions", to="list"), and define names() of the list, and then convert the list back to transactions.

groceries\_list <- as(groceries, "list")  
names(groceries\_list) <- as.character(1:length(groceries\_list))  
groceries <- as(groceries\_list, "transactions")

At this point, the *groceries* object is suitable for a priori analysis. Before applying the apriori function, we need to determine what the *support* and *confidence* thresholds, and *maxlen* value. This is essentially a heuristic process, so here let's first try a higher *support* level 0.01 and *confidence* threshold 0.55 (just a little bit more than 0.5), and see what we get.

params <- list(support=.01, confidence=.55, maxlen=4)  
grocery\_rules <- apriori(groceries, parameter = params)

> Apriori  
>   
> Parameter specification:  
> confidence minval smax arem aval originalSupport support minlen maxlen  
> 0.55 0.1 1 none FALSE TRUE 0.01 1 4  
> target ext  
> rules FALSE  
>   
> Algorithmic control:  
> filter tree heap memopt load sort verbose  
> 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
>   
> Absolute minimum support count: 98   
>   
> set item appearances ...[0 item(s)] done [0.00s].  
> set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].  
> sorting and recoding items ... [88 item(s)] done [0.00s].  
> creating transaction tree ... done [0.00s].  
> checking subsets of size 1 2 3 4 done [0.00s].  
> writing ... [7 rule(s)] done [0.00s].  
> creating S4 object ... done [0.00s].

inspect(subset(grocery\_rules, subset=lift>=2))

> lhs rhs support confidence lift  
> 1 {curd,   
> yogurt} => {whole milk} 0.01006609 0.5823529 2.279125  
> 2 {butter,   
> other vegetables} => {whole milk} 0.01148958 0.5736041 2.244885  
> 3 {domestic eggs,   
> other vegetables} => {whole milk} 0.01230300 0.5525114 2.162336  
> 4 {citrus fruit,   
> root vegetables} => {other vegetables} 0.01037112 0.5862069 3.029608  
> 5 {root vegetables,   
> tropical fruit} => {other vegetables} 0.01230300 0.5845411 3.020999  
> 6 {root vegetables,   
> tropical fruit} => {whole milk} 0.01199797 0.5700483 2.230969  
> 7 {root vegetables,   
> yogurt} => {whole milk} 0.01453991 0.5629921 2.203354

Here we only selected the associations with *lift* greater than 2, which gives 7 in total. And among them are items such as *other vegetables* and *whole milk*, which are themselves frequent terms across all baskets. Such results provide limited information, so we need to look closer into more interesting and less ubiquitous items.

So a natural question to be asked here is, which are the most frequent items? Let's make a plot to show the top 10 frequent terms.

itemFrequencyPlot(groceries, topN=10)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAwAAAAJACAMAAAANcPFkAAAC/VBMVEUAAAABAQECAgIDAwMEBAQFBQUGBgYHBwcICAgJCQkKCgoLCwsMDAwNDQ0ODg4PDw8QEBARERESEhITExMUFBQVFRUWFhYXFxcYGBgZGRkaGhobGxscHBwdHR0eHh4fHx8gICAhISEiIiIjIyMkJCQlJSUmJiYnJycoKCgpKSkqKiorKyssLCwtLS0uLi4vLy8wMDAxMTEyMjIzMzM0NDQ1NTU2NjY3Nzc4ODg5OTk6Ojo7Ozs8PDw9PT0+Pj4/Pz9AQEBBQUFCQkJDQ0NERERFRUVHR0dISEhJSUlKSkpLS0tMTExNTU1OTk5PT09QUFBRUVFSUlJTU1NUVFRVVVVWVlZXV1dYWFhZWVlaWlpbW1tcXFxdXV1eXl5fX19gYGBhYWFiYmJjY2NkZGRlZWVmZmZnZ2doaGhpaWlqampra2tsbGxtbW1ubm5vb29wcHBxcXFycnJzc3N0dHR1dXV2dnZ3d3d4eHh5eXl6enp7e3t8fHx9fX1+fn5/f3+AgICBgYGCgoKDg4OEhISFhYWGhoaHh4eIiIiJiYmKioqLi4uMjIyNjY2Ojo6Pj4+QkJCRkZGSkpKTk5OUlJSVlZWWlpaXl5eYmJiZmZmampqbm5ucnJydnZ2enp6fn5+goKChoaGioqKjo6OkpKSlpaWmpqanp6eoqKipqamqqqqrq6usrKytra2urq6vr6+wsLCxsbGysrKzs7O0tLS1tbW2tra3t7e4uLi5ubm6urq7u7u8vLy9vb2+vr6/v7/AwMDBwcHCwsLDw8PExMTFxcXGxsbHx8fIyMjJycnKysrLy8vMzMzNzc3Ozs7Pz8/Q0NDR0dHS0tLT09PU1NTV1dXW1tbX19fY2NjZ2dna2trb29vc3Nzd3d3e3t7f39/g4ODh4eHi4uLj4+Pk5OTl5eXm5ubn5+fo6Ojp6enq6urr6+vs7Ozt7e3u7u7v7+/w8PDx8fHy8vLz8/P09PT19fX29vb39/f4+Pj5+fn6+vr7+/v8/Pz9/f3+/v7///91XtitAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAgAElEQVR4nO2dfXwU1bnHT3hJDC8JAQTBYjBAI9pWLQWvYoWYe1FB8eW2tpfrS8mVW1AURMDaFqutQV5UqNaqAREVEFCkBYvGiNUroFQ0VEu8oHAFVKqJGAMk5GXnc3dmdmcnZja7z3P27ez5ff9IluSc2eFkvrNznnPOc4QBgMaIZJ8AAMkEAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtgQBAayAA0BoIALQGAgCtYQjQtPuQL/YnAkAyoAjwRck7htF8dxchBj4btxMCIJFQBNgnnjeM+WLiuvUTxYtxOyMAEghZgPwbzZfXjYzT+QCQUKgCNImN5ssV3eJ0PgAkFPInwJCHzJfzT47T+QCQUGgC9C++YVSvD42WP+dNidsZAZBAKALUP7dg8pghnVcZm8TFh2lvc/swMuccor0FAAzo4wDNDcb+SupAQNH0R6ic/HfyqQFAhShA096j1vcjn9HqFd2/mUoBBADxhyRA813ZInNao//VAqI4EACkJqQLeXHGzWundZxgQACQLpAu5NPNQbBlYh0EAOkC6ULOXmV+vaqgHgKANIF0IRdOM78e6DHRBwFAekC6kBdmTFp/zDBWi5LJrepViCAZm71rQgCQmpAEaJrbQ1T5v6/pI8LU+5dt3j+HACA1IT7K+A7Wm9+OVzzm/XsIANSCuSSyLsxUCAgA1IIpQDEegUBawBRgYYn3zyEAUIsYZ4WAAEAtyAL4amvamQoKAYBa0ATYM3twlhCZBbM+DFMAAgC1IAmwPaf/pEVPLl88JT93h3cJCADUgiTA6FF19ouG8Rd6l4AAQC1IAuQsCb7akOtdAgIAtSAJMHxCsP87fYR3CQgA1IIkwJqM4rItu6q2Pj6uw1rvEhAAqAUtCrSxyJ70WbQxTAEIANSCOg5QvbO8vLI67K8hAFALjAQDrYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0BgIArYEAQGsgANAaCAC0hiyAr7bGF/63EACoBU2APbMHZwmRWTDrwzAFIABQC5IA23P6T1r05PLFU/Jzd3iXgABALUgCjB5VZ79oGH+hdwkIANSCJEDOkuCrDbneJSAAUAuSAMMnBPu/00d4l4AAQC1IAqzJKC7bsqtq6+PjOqz1LgEBgFrQokAbi4RF0cYwBSAAUAvqOED1zvLyyuqwv4YAQC2IAjTtPWp9P/KZ9+8hAFALkgDNd2WLzGmN/lcLwtSDAEAtSAIszrh57bSOEwwIANIFkgCn3+j/skysgwAgXSAJkL3K/HpVQT0EAGkCSYDCaebXAz0m+loL4Nv3UYDvQwCgFCQBFmZMWn/MMFaLksmt6r1aEOSE9d41IQBITUgCNM3tIar839f0EXgEAmkBcRzAd7De/Ha84jHv30MAoBbMJZF1h71/DgGAWjAFKMYjEEgLmAIsLPH+OQQAaoGsEEBrkBUCaA2yQgCtUSErxG8LyAyqpPy/gL6okBXimskrqJz5F8r/C+iLClkhrvkFufIICACiQoWsEBAAxA0VskJAABA3VMgKAQFA3FAhKwQEAHFDhZFgCADiBgQAWgMBgNZAAKA1bgF8X3/dzjy3qIAAQC2CAvg2Tz87W4js70/fLCMBBABqYQvQsqyw30/ve/6119bd99N+pz3Rwj5c6gmwfw2dL9n/f6AatgDnXf1qc/Anza9ePZJ9uNQT4BcFo6j0W8r+/wPVsAWoav3DKo+C0ZF6Atx+A7ny2DL2/x+ohrsT3LivPv06wRAAtEdIgOWDOoiqa++RUwACALVwBHhaXLOhc9XTWYulDgcBgFo4ApxxvWFkVRkzh0odDgIAtXAEyF5tCbA6W+pwEACohSPAWVMtAX79PanDQQCgFo4AZWLme5l/XdIFfQAIoBOOAL6FuUKILnMQBYIAOuEaB/j6zbVbwiR9jhoIANTCEeCG1/gzgEJAAKAWjgD9xYDb35M+HAQAauEI0LJ1xqnizAUH5A6XZgK8PIxOmIQxIDVptSDmnV+ellEkdbg0E+DB0Y9QGXenVAOCBNNqSeSXK36c2VHqcOkmwOXkytfdKdWAIMGEBNj3++JOnS9eGj7nTzRAAAigFo4AZ4rMS5dLL4WCABBALRwBrlhRG4PDQQAIoBZpnxYFAoD2sAW4bp6xIIjU4SAABFALWwBRbOQHkTocBIAAamELUHfMOGynhWj8SupwEAACqIXTBxB7rG8V3aUOBwEggFrYAqwaP14UjzcZMljqcBAAAqiFLcBzEyaIyyaYXLtJ6nAQAAKohfMIdM7+WBwOAkAAtfjmOEAlwqAQQCdC06GfnjnDz7D+UoeDABBALRwB5ojvZvUd3jXvJanDQQAIoBaOAPmTjRXjjM+HoBMMAXTCEaDzSuPTPj5jET81ugkEgABq4Qhw0p2G0Xensbyr1OEgAARQC0eASXllxiUT9186JGKVpt2HwiYPggAQQC0cAWpLLjcqu4iOK8OX/aLkHcNovruLEAOfDVMEAkAAtWg9DvBV+d52yu4TzxvGfDFx3fqJ4kXvIhAAAqgFZUGMJUD+jebL68L0lSEABFALW4AHXYQvawrQJDaaL1d08y4CASCAWtgC9HURvqz1CTDkIfPl/JO9i0AACKAWtEeg/sU3jOr1odHy57wp3kUgAARQC8oukfXPLZg8ZkjnVcYmcXGYNNIQAAKoBX2XyOYGY39luFIQAAKoBXaJbAsE0AjsEtkWCKAR2CWyLRBAI0i7RM5w4V0CAkAAtSDtEnlbnug5KIB3CQgAAdSCtkvk7o6eS4aPvx3ku1u9K0IAkJo4AuypiWaXyPM8Bdjm7A/UfYN3PQgAUhNHgB43RVP8tQj76OERCAKoRWhR/KlHYnA4CAAB1MIRYGVx/q33Rp0evQ5TIcIAAdQilBWClB69OMwkOggAAdSCuUPMwhLvn0MACKAWtgB/bHD/rOFh9uEgAARQC1uAXxT8+v3AAIDvvV8V3NFOBV9tTTtDBRAAAqhF4BHof3/ere+4qXPmTL2kT/fJu8OW3jN7cJYQmQWzPgxTAAJAALVw+gB1G2aMHT5i3G0b6sIX3p7Tf9KiJ5cvnpKfu8O7BASAAGpB6gSPHhWwo2H8hd4lIAAEUAuSADlLgq825HqXgAAQQC1IAgyfEOz/Th/hXQICQAC1IAmwJqO4bMuuqq2Pj+uw1rsEBIAAakEbCNtYJCyKNoYpAAFCAhxZQydcdA3EC0eA0j1Rla/eWV5eWR321xAgJMD63qOofHtSVH8EEDscAXLF9++Vv/9AgJAA684nV55xg/RfANBwBDi+6b9OFMPmfSR3OAgAAdTC3QdofnXqt8QP5reXIT0SEAACqEWrTvCnSy7LyMgVVx5gHw4CQAC1CC2K33HXD8QJly451PRC4Vnsw0EACKAWjgD9xIk/W3/UermoJ/twEAACqIUjwKw3moMva/azDwcBIIBahPoAny390jg4j3/tW0AACKAWjgBv5mUfNPaemLtd6nAQAAKohSPADy+o9X+tv3i01OEgAARQC0eArs9Y39Z0lzocBIAAauEIMNhOCDQvTNbbKIEAEEAtHAF+1W3lcaNpbfeZUoeDABBALRwBmkoyMnp3FD9uaK90RCAABFAL11SI3U/PXRYh921EIAAEUAtmZrhwQAAIoBaOADVTRtgp/qUOBwEggFo4AlyVdf1sC6nDQQAIoBaOAN0fisXhIAAEUAtHgNP+0l6xaIEAEEAtHAHmX97cXrkogQAQQC0cAZ46b+jM+VHvEBMOCAAB1IK5Q0w4IAAEUAuMA7QFAmiEW4DGffXtbpMdBRAAAqhFSIDlgzqIqmvvkVMAAkAAtXAEeFpcs6Fz1dNZi6UOBwEggFo4ApxxvWFkVRkzh0odDgJAALVwBMhebQmwOlvqcBAAAqiFI8BZUy0Bfv09qcNBAAigFo4AZWLme5l/XdIFfQAIoBOh1IgLc4UQXeYgCgQBdMI1DvD1m2u3HJY8HASAAGqBkeC2QACNcAQYE0TqcBAAAqiFI0CJn4mX5Hz3t1KHgwAQQC2+8Qj05TlLpQ4HASCAWnyzD7DuTKnDQQAIoBbfFOCprlKHgwAQQC0cAZZZzDvxQqnDQYAYCdCy+WUykjt86kkoO7RFzuhI+2X7amvaGSuDADESYEeXYVSGjI3wpwMe0MYB9swenCVEZsGscFtqQ4AYCbC9kFz53oud5j70EZla0oWQPpAE2J7Tf9KiJ5cvnpKfu8O7BARIBQG+6NSPyokjKBdCGuEI0MtNmMKjR9XZLxrGh+kqQIBUEOCTXuTKS+RmAauLI8Cf+gyYcf/M/J6//6OfMIVzlgRfbcj1LgEBIIBaOAJMGlnv/9ow8qZ2Cg+fEOz/Tg/ziQkBIIBahDbKfsL6tuxb7RRek1FctmVX1dbHx3VY610CAkAAtXAEGGBPArq7X3ulNxYJi6KNYQpAAPUFeHkNmb+2d9GkNo4AN3VZ22K0rM2+vv3y1TvLyyurw/4aAqgvQMdRVEaGi5oogCPAsXGie2F38S9yS2IggPoCdHiFWvlPPaUumqTiGgd4a9GMeeWSqeEgAARQC6RGbAsEIJIeAkSRGnGGC+8SEAACqAUpNeJteaLnoADeJSAABFALWmrE3R0998847MTDvv0/3hUhQFRAgIRDTI14nqcA7/woSO8wAwQQICogQMIhpkZ8LcJW8ngE0lyAv9PX8bzZ/iUVZ5AasS0QgIhLgIHfJS/k6dggccFJw0yNWBdmvAwCaC7AgGfIb511LKpLLk44AuypoaRGLA6zkAYCQAAqKSJAj/bmQbdhYYn3zyEABKCSIgLMOfVIDA4HASAAlRQRYGVx/q33RrFRNrJCtA8EoJIiAkS1UTayQkQEAlAJCTCbHEEadsGX7V2vUWAL8HG9sa8xcmFkhYgMBKASEuDcWY9Q6bM74lXbPrYAmS8YIlJGLANZIaIBAlBxCfAQufK3YiPAd/oWi3OLbdopjKwQkYEAVFJBgA9u/W/xk/+2aacwskJEBgJQSQUB/Iz5JHJhZIWIDASgkiICRAWyQkQEAlBRSQBkhYgIBKCilgARgAAQgAoE8AYCEIEAHEICNOyuspA6HASAAFRSRIDVXe3+rdxHAgSAAFRSRIBTzn31PQupw0EACEAlRQTIfVHySBYQAAJQSREBLr1H8kgWEAACUEkRAQ6dcsvq502kDgcBIACVFBHgYYFOcAAIQCQtBDj1qs+aLKQOBwEgAJUUEaBfueSRLCAABKCSIgLcPE3ySBYQAAJQSREBln3rorvmmkgdDgJAACopIsCg9vOeRwkEgABUUkSA2AABIACV1BEAWyTZQAAi6SFAFFskRQYCQAAqKSJANFskRQYCQAAqKSJAVFskRQQCQAAqKSJAdFskRQICQAAqKSJAdFskRQICQAAqKSIAtkhygABE0kIA2hZJ4YAAEIBKighwuNnaIqnxK6nDQQAIQCVFBAhkh67oLnU4CAABqKSCAKvGjxfF402GDJY6HASAAFRSQYDnJkwQl00wuXaT1OEgAASgkgoC+Dlnv+SRLCAABKCSIgLEBggAAaikggDXzTMWBJE6HASAAFRSQQBRHN0ukRGBABCASioIUBerrVohAASgkgoCxAwIAAGoQABvIAARCMABArQFAhCBAA4QAAJQgQDeQAAiEIADBGgLBCACARwgAASgAgG8gQBEIAAHhgBNuw+FXTYGASAAFXUE+KLkHcNovruLEAOfDVMEAkAAKuoIsE88bxjzxcR16yeKMFvqQQAIQEUxAfJvNF9eN9K7CASAAFTUEqBJbDRfrujmXQQCQAAqaglgDHnIfDn/ZO8iEAACUFFJgP7FN4zq9aHR8ue8Kd5FIAAEoKKOAPXPLZg8ZkjnVcYmcfFh7yIQAAJQUUcAm+YGY39luIEACAABqCgmgK+2pp3siRAAAlBRSYA9swdnCZFZMOvDMAUgAASgopAA23P6T1r05PLFU/Jzd3iXgAAQgIpCAoweVWe/aBh/oXcJCAABqCgkQM6S4KsNud4lIAAEoKKQAMMnBPu/00e4f37g3iD5m71rQoCogABUEivAmozisi27qrY+Pq7DWvfPq2YH6f+Sd00IEBUQgEqCo0Abi4RF0cYwBfAIBAGoqCSAYVTvLC+vrA77awgAAaioJUCAOkyFCAMEoKKkAMVh6kEACEBFSQEWlnj/HAJAACpKChAOCAABqCgmACbDtQ8EoKKSAJgMFxEIQEUhATAZLjIQgIpCAmAyXGQgABWFBMBkuMhAACoKCRBuMlwICAABqCgkQLjJcCEgAASgopAAmAwXGQhARSUBMBkuIhCAiloCRAACQAAqEMAbCEAEAnCAAG2BAEQggAMEgABUIIA3EIAIBOAAAdoCAYhAAAcIAAGoQABvIAARCMABArQFAhCBAA4QAAJQgQDeQAAiEIADBGgLBCACARwgAASgAgG8gQBEIAAHCNAWCEAEAjhAAAhABQJ4AwGIQAAOEKAtEIAIBHCAABCACgTwBgIQgQAcIEBbIAARCOAAASAAFQjgDQQgAgE4QIC2QAAiEMABAkAAKhDAGwhABAJwgABtgQBEIIADBIAAVCCANxCACATgAAHaAgGIQAAHCAABqEAAbyAAEQjAAQK0BQIQgQAOEAACUIEA3kAAIhCAAwRoCwQgAgEcIAAEoAIBvIEARCAABwjQFghARCsBfLU1vvC/hQAQgIpKAuyZPThLiMyCWR+GKQABIAAVhQTYntN/0qInly+ekp+7w7sEBIAAVBQSYPSoOvtFw/gLvUtAAAhARSEBcpYEX23I9S4BASAAFYUEGD4h2P+dPsK7BASAAFQUEmBNRnHZll1VWx8f12GtdwkIAAGoKCSAsbFIWBRtDFMAAkAAKioJYBjVO8vLK6vD/hoCQAAqagmAgbAIQAAqKgmAgbCIQAAqCgmAgbDIQAAqCgmAgbDIQAAqCgmAgbDIQAAqCgmAgbDIQAAqCgkQbiCsalKQvi951yw6dxyV7iEBziJX7hMS4DRy5VNCAgwkV/72ncHK604iV/5eSIAe5MojQgJkkSuPcgkwllp5jEuAYvJbdwwJMJJcuWtKDIQdfDTI9EPeFTc/SqasPlj5LXrlR2uCld9nVD4QrLyPUbkqWPlzRmUntnDkMXrl14OVm5fSK29y/lYr6JWfdSqvp1de7lR+mV55yfHor15PYjwQBoBaMJdE1h2O7WkAkByYAhTHeC0xAMmBeSEvLIntaQCQHHAnB1oT48lwAKhFjCfDAaAWMZ4MB4BaxHgyHABqEePJcACoRYwnwwGgFjHOCgGAWsQ4KwQAaoHJcEBrMBIMtAYCAK2BAEBrIEBC2bXYOBC5VMqh6GlHg6oCNG5X8i/yE1GS/YJEfV8du6pMi8mdtsw7f3LPdXd9yq4dBckVoOJ/mRW3DRAdVsf0VBKC79APxJlNEgcoK/yMWZPfYrueMo7InLbM3+qtnhkniu6bIhdkkzQBzCXv72cz59R9nHfqA7c0SLy7zE1p39Qry5lVy3qIXqKU/c5G08j+/+TV5LfYkf4ZLx7qyj9tmb9VQ2HhR8YTYmQL872jIFkCzD27xjA2iTd5tWdk7zWan774Cm5ODJmb0ht5mV0zlrKq+q/fZ2qL+Aa8MnToPcyqEi32VEGfbZv5py3zt/qb+IuxL3/EP6fFz4BkCfAH4TfgFfEGr/blA45uGyH6irN51WVuStV9Cz/4rCfLAPv6PWJeSrw1RTvyxC2sinIttiMvZxv/tGXe+SXxP/7r//AT4i1G5ehIjgCf2wa8Lm6tZLn9iMgWvZ9oni3qI5f1gHtTMt/tYbHV2JfdK2Npy7GI5b9B4Pr1X0pzbnuAWjlwhM6vsSrKtVjQANZpc9+54op6o7ZTkf/6N/4qXqG/b5QkRYAFvXdaBrwghOh55YPvkW8sLfddPq/WaB5ZyLuTMm9K1mPbA+KNlqILD52cMewKWu2KaS2B69d/KYkHaZWNQDzEuhQ58FvMf96OAeTT9l/FzHdu+Z0YU2/cIXpWGy2XdeEHvyKRFAFe72ob0E3Mn352hhCLKJUDgbH6R3f9u3g2cnEvmDelpRl+Az4559P7s/YaM7oWhskCGY5rxM9bAtfv0QfoV3EgHsIxQK7FzPO2DaCftn0Vc975b9/x3xzH1DdeJobPOV88RnxfAkkQYNdTjgFii2F8uX4ZpXYwMDZDiI4kcQJU/lvB7Q3M26FlQIvRZ4bhO5/cJWy8KmQAHSceQj+CZItZ522wTjxwFTPe+auTTivf/K/+ui2/PzPrrHjOPU68AGZYzTHg7JrIFVrhXAjHl899n/Huh3IvOk9c1ci7HTbPNU+4qfOVddM67yLVNIPoUgaE4iE78mjuSbWYc94G9W0N11VMf+flYoe/uUusz4/4JiFJwieAGVbjGPC5+UUyMNY080aj5Ra/AZzboXVD85/wTSIjg/YwXDHE7G83Xm4ZQL2QrHkIrnhI9AOjki3mq3OdN+Ftg7ivYiIPCPPtjp8urojjEIBFMvoA1l0waMAj0dayes6SgbFXhl5U4f/D+g04Qr8d1vQdXFE5yW9A87JfEe/im7JONq+kuoH+K4l8IVnzEDjxENkWKytc5jpvam2pq3i7uMP8dkcvMYf+viSS0gl2GbA96kp2ebnA2I48q0FNAxrJlf8gzPzj99Ef2wzHgBk9cugZlex5CIx4iESL/c1nDzvLnLfMVdwyWizz/51G3zIr42P6G1NIvADmfC6XAdFjl+cHxux4XqY59uY3gC7QL8X/mVWLqAaYAW3bAN9Fv2TMwLDnIXDiIewWWyFeCAzbcc/bnC/CvIqtqSYHB4h//8PFGW/VZi4kvjORhAuw7VQxriZowDxSVevvyQ+MXeOKZvgq6PX/LH5jfvtdr/5vU6oFQoGbsvo+ckPHd+lvaxj2PAROPITbYv86wLfnbXvYjnfe9nwR1lUcmGpS/R8niNylxpcZSyJXkSHRAtSc9LOrzFuodSH+H7Gy9fdkB8Yk4nlGzaJpK6vPNHNhtFwwjtSnC4YCjU05ohN9+Mu+HwbmIdDjIcwWmy1+kv1MYNiOc97B+SKMqzg01eTY/q8bvhzblzn7L1oSLcCqSwxjSYZlQPTREDMYt39y0ZS3A09NjMCYO55HN+DNfqKDGPLMSeLH910gSB8eTijQ/yjzAuP5J3A/JM5DcBrM4LVYww/F0KZgSzHOOzRfpIZ6FbummhwtOqlnD+bUj6hJrAB7p5xjbixgDShFHw0pLTpi7OreoY/odB+13xDEHc+jByLrBp72j4YlXbq9cUUn0WN55PIuJEKBJs79kDQPwdVg5J6W/bbdTxKzfcxPS6PVfBHqVeyq2rL8mtupDwlkEirA3m65opu5iZxlQNSUiqIjFxV8YLx7uljLNMAdh6RHtF+wusxvdD7f+GoPcVM2yYB26H5YTZiH4G4wngFbj14qY4BrvgjlKjZXabCnmjBJpABN185qecK+EpdmrCNU9P9B+63wf/9iQK9Gas85gFQ87wlhRWtvFfTBIMmANnPqnbvBiLGGzwPfGwIGUD4tQ09erPki9ioN7lQTJgkU4JWhhR85VyLtplQqxKPm90fFa+SecwCJOKTxkbjafIheKf4esagbs+dcKxHQrvSx74fuBiO12ALn48I2gKK8+8mLMV8kuEqDM9WETwIF2NlbmMtIAgbQKBWDzH0pXxLUxYihmxIzDmktnvyZuL3FaLk0l7SIxu45b2QHtLdm+z8lufdDboO5HphsA0jv6Xryos8XcVZp0KtKkMhHoJ29u5tPlH4DSLkVrUBgqTj3U6NxXBfimnD3TYkVh7Q/lo+cL4bPuUA8SakZ7Dm/yQ1o7+86+DjrfijTYK0NuJNW1/3kRZ8v4qzSoFeVIKGd4J29rT7Vpt9SKgUCgaUi+5LCDo/S3vD+W903JUY8L/ix3DjnFDGI0m1x95xZAW3/vXeBuN//gnw/lGkwo5UB5EQQrZ68qEgu82OS2DBowAAKTiCwVHS8lTQE6+eiWa26g3RCiyd91D+Lq+fMCGhXnPYno/GMHv6PSur9UKrBTLihZhP2o2rFtBbJZX5MEjwQRjcgFAj8NT2As73LIambEntFd8Vad8+ZEdAeIcSl+14TNxPf15BrMDvji5wBvCcva56K1DI/JgkRwJXea2fv6Ptz1kR4VyCQkSHssmn8m5IJ82PZN+CMFl7POcgbolNmdulPOn1AqSTbYMGML3IGsJ687FF67jI/CRIhQKv0Xoeir2dNhJcbGHk3+xP2TcmE+7FcKp5n9ZxtXv+HYfzXCS9eJPLEZZR6kg0WmoYjZwD5ycuZp8Jc5idDAgRgp/eyJ8LLDYz86Eb2TSkA62O5Nm+4j9NzttiT3WlmXXXvi3zPDRDiH4SKkg3mmoZDH260Jn1blFKfvNzzVBJOfAWQW5MXSMjHHRixIvj/OOFj1k0pBPlj+ZUnmw3jt9YTF7nnbJffco44ec0yscY4cvtdlNqSDeYedqYONwYmfVtQn7w2Sa07kySuAsiuyQsk5OMNjJZfMTcAAAjNSURBVATSH06YZDBuSi6oH8u1BeL053xf5Y5mvNfcwBQp38pTRHHf/rXU+lINJjMNx5n0zUJqnookcRVAZhWj3XG2JsI3cQZGghH83SfsNeg3JRmOLugthm2a43+eIBOaJHistJsg5kG0WozdYIfXrP6C/fDkmvRNxI47ycxTkSS+j0D8VYzBjjMrIZ/55OVE8H92PbG2PHX35IkzxFhGTdc02c9u6PAbStVAizEzGG7rJ0Svg9yHJ/ak72DcSWK9nCRx7gRz1+SFOs6MhHzWk5cTwd+bzc0hLcFXd+YIUUmvZ2ceCrCfUtNpMVbixa9POX3biyvZD0/cSd+huBNzvZw88Y4CMdfkuTrO9IR81nuGIvg/X0asHxNq7uh4NblSMPMQg1CLcRIvrhN/M7+9/gxvGg530rcr7sRaLxcD4imAOR24jrcmTyL9z+e2AaEI/lHyIWLDNRmkW7jhyjzEeDd2i+16yjAH/Kywz9kF9De2ck0yJ32zMw3HjjgKYE8Hfpc1qMJP/2M9/9jvmYSBdTeviFXEGjKZh7gtZmWqNN4T081/zBXknO92rsl9vEnfiV7+5UH8BAhOB95DNsAcU2Gn/7HfzfqahIF1F8fHdthDrMLNPCTVYlamSt9YM0Wfb+xAYmUn1+Rn9Enf5jhNgpd/eRA/AULTgYnDitaYCj/9T8iAJAysu1lAHntmZh6SbDFr4e8XQ8QVD44RK4l1Q7kmG6mTvu1xmsQu//IgfgK4pgOThhUDYyr8vNiuzwCFMKP4+1iZh6RbzDLg65Juoi/p+jc7D+5ck7RJ38FxmoQu//IgfgIwF9K6xlS488JVNMCO4i9iZB6Sa7GDN18y+307+cPxQ6TqdufBlWuSNuk7OE5TlcjlXx7EXAAzIPxu8cDbG5nTgeUS6ViBJ8cAVv6IpBCM4n9Kzzwk1WIf5Ay5oGPmH1jpT6zOAzvXpOQ+hzEj1gLc72+OAzk5g/0fibzpwFKJdAKBp4ABcU+qFBO+MWGQnHlIqsUu+88mY/d3xDMsA+xKzNxByVkA2ZZYC2A2x9Szapqn+g1gTQeWSaTjBJ4Uev6R3/aA32IVJUPM3vbnA3KOMTaAkTMgOQsg2xLzRyB/cwx+OJiCnzgd2OwIHpRIpBMKPKnz/CO17YE1/42fS3++sMM+Zf7PH+J0Qavv4BjAC2MmeZzGJvad4B154iaDtQmF3RFcwk2k46tzZ3BT4/nHkNr2IDD/jZ9Lv1QMMkccXhbPEysG+g4BA5hzbZM7ThMg5gJU+nbkdTIHNP0GrCbVDHYEP2cm0ikr3MILPCURcxUve9sDZ/4bJ5e+HS4oFcP2G42XnkCdhxPsO/Dz5xr0lRZxIdYCmOnMgoGBTbSqoY4gK5GOuaOP1Dr0ZGCt4uVue+CaMUhusWC4oFScMPa0Dn+knbWr78B+/kkVYi2Alc6Md1twdQQZiXSsHX3469CThL2Kl7ntgbvnTGyxULigVIibo9+ozcbdd0joWqM4EFsBgunM6AZULHR3BBmJdHZYO/pw16EnBf/zz9v2Kl5O0KpiobvnTGwxV7igVIz8mvre7L5D6hFTAULpzMgfjENPPCax/51JYEcf8jr05GE+/9xmr+JlGOBvMW6DtQ4X8Azg9R1Sj5gK4EpnRv1gfEw8LLH/nYVMfywp2M8/9v5f9LCtv8W4DfaNcEGpmE2obAdAWX2HVCSmArDSmdkczy9o5u9/Z6OaAYEsJvYqXnLY1mwxXoO1CResInxqBgOgnL5DKhI7AbjpzAzj1Zd9Zu7ONeZrqXFB1QwIZDGhr+J1tRi9weTCBU4AlPPklILETAB2OjPjYK4YvcU4fsoP5AfFVYrJWYF4+/mHuoqX32LmuINMuMAdAE0PA2L3CcBNZ2YYH/+8sxj7zqNis/xJqBOTCwTieVlM2C1mjTtIhAtaBUBpfYcUJYZ9AFY6M58Vwdg/OVOMF2Nidy4pjxOIpz3/WPmfTZgtZve7JR4VWwVAKX2HVCWmnWBGOrOyQjtp84Ebs4TYF8uTSW1CgXjS8491B7dfslos0O/mGWA9tKVPANQmxiPB1HRmZkAi8PLgVOKTk9Iwd1617+ABOC0W6HdzDAg8tKVNANQm5pPhSLlwrICEljAXjAbu4DLY/W56uMB5aEuXAKhNgrdI+gZ2QEInnG1bmfP2AndwGex+NzlcEHpoS4/wT4DkChCcv6ANoW1b7+YG4u07uMxJsLKHuh/a0smAJAug3NiVJK69pFfSA/H2HH5m/mcXnOyhrR7a0iIAapM8AQI75+lngLNtKzUQH5zDz7uDM/HO8pEOAVCbpAng7JynnQHcbVtDc/hZd3Ae0lk+Up1kCeDaOU+l+QsxgL1tq2sOf+KQzvKR6iRLAPfOeerMX4gJ3G1bmUMHkshk+VCBZAkgkwhHdZjbtjKHDmThZ/lQgmQJwN8AIA0gb9tqh3+StOSfm+VDDRItgBNUkFv/qDjEbVuDM0eT0As1k/gzs3yoQYIFCAUVjsqtf1Qc0mO8E/5JfC/UTuKfzoG6BAvgCio0yK1/1AhX+CfBvdBgEv80NiDRj0CtgwoJfnMlaZ3CIbE4my2nb6g6oQIEFuSlc1Ah9iQz42MoiX/ahqoTKkBgQV46BxViTlIzPqZKEv84klABWi3IS8+gQqxJbsbHVEniH0cSKoDUgjw9SXrGx5RI4h9HEtsJlliQpyvJzviYEkn840gCBXAlwknfoELsSfLdIiWS+MeRxAnQKhFO2gYV4gA+L+NJwgRgJsIBMCCuJEwAZiIcYGi3YiKhJEyA5A1npgFos7iRMAGSNJsdgHZJXCdYuQ3sgA4kToD0XFMNFCeB4wBpuaYaKE5CR4LTcE01UJxkZ4YDIKlAAKA1EABoDQQAWgMBgNZAAKA1EABoDQQAWgMBgNZAAKA1EABoDQQAWgMBgNZAAKA1EABoDQQAWgMBgNZAAKA1EABoDQQAWgMBgNZAAKA1EABoDQQAWgMBgNZAAKA1EABoDQQAWvP/BTggnEo1bGIAAAAASUVORK5CYII=)

So here we can see clearly that *whole milk* and *other vegetables* are indeed frequent terms containing relatively less information.

Therefore, let's lower *support* level to 0.001 to include less often items. Also, when printing out the associations, we raise the *lift* threshold to 10, which indicates highly correlated and dependent items.

params <- list(support=.001, confidence=.55, maxlen=4)  
grocery\_rules <- apriori(groceries, parameter = params)

> Apriori  
>   
> Parameter specification:  
> confidence minval smax arem aval originalSupport support minlen maxlen  
> 0.55 0.1 1 none FALSE TRUE 0.001 1 4  
> target ext  
> rules FALSE  
>   
> Algorithmic control:  
> filter tree heap memopt load sort verbose  
> 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
>   
> Absolute minimum support count: 9   
>   
> set item appearances ...[0 item(s)] done [0.00s].  
> set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].  
> sorting and recoding items ... [157 item(s)] done [0.00s].  
> creating transaction tree ... done [0.00s].  
> checking subsets of size 1 2 3 4 done [0.01s].  
> writing ... [3314 rule(s)] done [0.00s].  
> creating S4 object ... done [0.00s].

inspect(subset(grocery\_rules, subset=lift>=10))

> lhs rhs support confidence lift  
> 1 {liquor,   
> red/blush wine} => {bottled beer} 0.001931876 0.9047619 11.23527  
> 2 {popcorn,   
> soda} => {salty snack} 0.001220132 0.6315789 16.69779  
> 3 {Instant food products,   
> soda} => {hamburger meat} 0.001220132 0.6315789 18.99565  
> 4 {ham,   
> processed cheese} => {white bread} 0.001931876 0.6333333 15.04549  
> 5 {baking powder,   
> flour} => {sugar} 0.001016777 0.5555556 16.40807  
> 6 {hard cheese,   
> whipped/sour cream,   
> yogurt} => {butter} 0.001016777 0.5882353 10.61522  
> 7 {hamburger meat,   
> whipped/sour cream,   
> yogurt} => {butter} 0.001016777 0.6250000 11.27867

Here we see some intriguing associations which are less frequent among all baskets but exhibits huge correlation in terms of *lift*, which is a measure of dependence. While in the previous case there were only 7 associations even with *lift* level higher than 2, here there are 7 associations with *lift* higher than 10.

Let's look at the association {liquor, red/blush wine} => {bottled beer}, it is intuitively this is some combination appealing to an alcohol lover. This intuition also holds for other association groups, such as {baking powder, flour} => {sugar} which is probably a part of common baking recipe.

And what about other associations?

params <- list(support=.001, confidence=.55, maxlen=4)  
grocery\_rules <- apriori(groceries, parameter = params)

> Apriori  
>   
> Parameter specification:  
> confidence minval smax arem aval originalSupport support minlen maxlen  
> 0.55 0.1 1 none FALSE TRUE 0.001 1 4  
> target ext  
> rules FALSE  
>   
> Algorithmic control:  
> filter tree heap memopt load sort verbose  
> 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
>   
> Absolute minimum support count: 9   
>   
> set item appearances ...[0 item(s)] done [0.00s].  
> set transactions ...[169 item(s), 9835 transaction(s)] done [0.00s].  
> sorting and recoding items ... [157 item(s)] done [0.00s].  
> creating transaction tree ... done [0.00s].  
> checking subsets of size 1 2 3 4 done [0.01s].  
> writing ... [3314 rule(s)] done [0.00s].  
> creating S4 object ... done [0.00s].

inspect(subset(grocery\_rules, subset=(lift<=10 & lift>8)))

> lhs rhs support confidence lift  
> 1 {frozen vegetables,   
> specialty chocolate} => {fruit/vegetable juice} 0.001016777 0.6250000 8.645394  
> 2 {frozen fish,   
> other vegetables,   
> tropical fruit} => {pip fruit} 0.001016777 0.6666667 8.812724  
> 3 {flour,   
> root vegetables,   
> whole milk} => {whipped/sour cream} 0.001728521 0.5862069 8.177794  
> 4 {misc. beverages,   
> other vegetables,   
> tropical fruit} => {fruit/vegetable juice} 0.001016777 0.5882353 8.136841  
> 5 {citrus fruit,   
> fruit/vegetable juice,   
> grapes} => {tropical fruit} 0.001118454 0.8461538 8.063879  
> 6 {fruit/vegetable juice,   
> grapes,   
> tropical fruit} => {citrus fruit} 0.001118454 0.6875000 8.306588  
> 7 {citrus fruit,   
> grapes,   
> tropical fruit} => {fruit/vegetable juice} 0.001118454 0.6111111 8.453274  
> 8 {butter,   
> hard cheese,   
> yogurt} => {whipped/sour cream} 0.001016777 0.6250000 8.718972  
> 9 {butter,   
> hard cheese,   
> other vegetables} => {whipped/sour cream} 0.001220132 0.6000000 8.370213  
> 10 {butter,   
> hard cheese,   
> whole milk} => {whipped/sour cream} 0.001423488 0.6666667 9.300236  
> 11 {ham,   
> other vegetables,   
> tropical fruit} => {pip fruit} 0.001626843 0.6153846 8.134822  
> 12 {butter,   
> sliced cheese,   
> whole milk} => {whipped/sour cream} 0.001220132 0.6000000 8.370213  
> 13 {cream cheese,   
> sugar,   
> whole milk} => {domestic eggs} 0.001118454 0.5500000 8.668670  
> 14 {curd,   
> sugar,   
> yogurt} => {whipped/sour cream} 0.001016777 0.6250000 8.718972  
> 15 {butter,   
> other vegetables,   
> sugar} => {whipped/sour cream} 0.001016777 0.7142857 9.964539  
> 16 {citrus fruit,   
> cream cheese,   
> whole milk} => {domestic eggs} 0.001626843 0.5714286 9.006410  
> 17 {domestic eggs,   
> frankfurter,   
> tropical fruit} => {pip fruit} 0.001016777 0.6250000 8.261929  
> 18 {shopping bags,   
> tropical fruit,   
> whipped/sour cream} => {pip fruit} 0.001118454 0.6470588 8.553526

Above are associations with *lift* between 8 and 10. And here we can see some interesting combinations such as {butter, hard cheese, milk} => {whipped/sour cream}. Why is the customer buying such protein and fat heavy foots altogether? Probably it is simply because of the way these products are placed in the store. If some products are placed together, then they are more likely to be sold in a bundle. This can also be seen in {citrus fruit, grapes, tropical fruit} => {fruit/vegetable juice}.