随机森林

**1 什么是随机森林？**

　　作为新兴起的、高度灵活的一种机器学习算法，随机森林（Random Forest，简称RF）拥有广泛的应用前景，从市场营销到医疗保健保险，既可以用来做市场营销模拟的建模，统计客户来源，保留和流失，也可用来预测疾病的风险和病患者的易感性。最初，我是在参加校外竞赛时接触到随机森林算法的。最近几年的国内外大赛，包括2013年百度校园电影推荐系统大赛、2014年阿里巴巴天池大数据竞赛以及[Kaggle数据科学竞赛](https://www.kaggle.com/competitions/" \t "_blank)，参赛者对随机森林的使用占有相当高的比例。此外，据我的个人了解来看，一大部分成功进入答辩的队伍也都选择了Random Forest 或者 GBDT 算法。所以可以看出，Random Forest在准确率方面还是相当有优势的。

　　那说了这么多，那随机森林到底是怎样的一种算法呢？

　　如果读者接触过决策树（Decision Tree）的话，那么会很容易理解什么是随机森林。随机森林就是通过集成学习的思想将多棵树集成的一种算法，它的基本单元是决策树，而它的本质属于机器学习的一大分支——集成学习（Ensemble Learning）方法。随机森林的名称中有两个关键词，一个是“随机”，一个就是“森林”。“森林”我们很好理解，一棵叫做树，那么成百上千棵就可以叫做森林了，这样的比喻还是很贴切的，其实这也是随机森林的主要思想--集成思想的体现。“随机”的含义我们会在下边部分讲到。

　　其实从直观角度来解释，每棵决策树都是一个分类器（假设现在针对的是分类问题），那么对于一个输入样本，N棵树会有N个分类结果。而随机森林集成了所有的分类投票结果，将投票次数最多的类别指定为最终的输出，这就是一种最简单的 Bagging 思想。
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**2 随机森林的特点**

　　我们前边提到，随机森林是一种很灵活实用的方法，它有如下几个特点：

* 在当前所有算法中，具有极好的准确率/It is unexcelled in accuracy among current algorithms；
* 能够有效地运行在大数据集上/It runs efficiently on large data bases；
* 能够处理具有高维特征的输入样本，而且不需要降维/It can handle thousands of input variables without variable deletion；
* 能够评估各个特征在分类问题上的重要性/It gives estimates of what variables are important in the classification；
* 在生成过程中，能够获取到内部生成误差的一种无偏估计/It generates an internal unbiased estimate of the generalization error as the forest building progresses；
* 对于缺省值问题也能够获得很好得结果/It has an effective method for estimating missing data and maintains accuracy when a large proportion of the data are missing
* ... ...

　　实际上，随机森林的特点不只有这六点，它就相当于机器学习领域的Leatherman（多面手），你几乎可以把任何东西扔进去，它基本上都是可供使用的。在估计推断映射方面特别好用，以致都不需要像SVM那样做很多参数的调试。具体的随机森林介绍可以参见随机森林主页：[Random Forest](http://www.stat.berkeley.edu/~breiman/RandomForests/cc_home.htm" \l "inter" \t "_blank)。
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**3 随机森林的相关基础知识**

　　随机森林看起来是很好理解，但是要完全搞明白它的工作原理，需要很多机器学习方面相关的基础知识。在本文中，我们简单谈一下，而不逐一进行赘述，如果有同学不太了解相关的知识，可以参阅其他博友的一些相关博文或者文献。

**1）信息、熵以及信息增益的概念**

　　这三个基本概念是决策树的根本，是决策树利用特征来分类时，确定特征选取顺序的依据。理解了它们，决策树你也就了解了大概。

　　引用香农的话来说，信息是用来消除随机不确定性的东西。当然这句话虽然经典，但是还是很难去搞明白这种东西到底是个什么样，可能在不同的地方来说，指的东西又不一样。对于机器学习中的决策树而言，如果带分类的事物集合可以划分为多个类别当中，则某个类（xi）的信息可以定义如下:

　　I(x)用来表示随机变量的信息，p(xi)指是当xi发生时的概率。

　　熵是用来度量不确定性的，当熵越大，X=xi的不确定性越大，反之越小。对于机器学习中的分类问题而言，熵越大即这个类别的不确定性更大，反之越小。

　　信息增益在决策树算法中是用来选择特征的指标，信息增益越大，则这个特征的选择性越好。

　　这方面的内容不再细述，感兴趣的同学可以看 [信息&熵&信息增益](http://www.cnblogs.com/fantasy01/p/4581803.html?utm_source=tuicool) 这篇博文。

**2）决策树**

　　决策树是一种树形结构，其中每个内部节点表示一个属性上的测试，每个分支代表一个测试输出，每个叶节点代表一种类别。常见的决策树算法有C4.5、ID3和CART。

**3）集成学习**

　　集成学习通过建立几个模型组合的来解决单一预测问题。它的工作原理是生成多个分类器/模型，各自独立地学习和作出预测。这些预测最后结合成单预测，因此优于任何一个单分类的做出预测。

　　随机森林是集成学习的一个子类，它依靠于决策树的投票选择来决定最后的分类结果。你可以在这找到用python实现集成学习的文档：[Scikit 学习文档](http://scikit-learn.org/dev/modules/ensemble.html" \t "_blank)。
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**4 随机森林的生成**

　　前面提到，随机森林中有许多的分类树。我们要将一个输入样本进行分类，我们需要将输入样本输入到每棵树中进行分类。打个形象的比喻：森林中召开会议，讨论某个动物到底是老鼠还是松鼠，每棵树都要独立地发表自己对这个问题的看法，也就是每棵树都要投票。该动物到底是老鼠还是松鼠，要依据投票情况来确定，获得票数最多的类别就是森林的分类结果。森林中的每棵树都是独立的，99.9%不相关的树做出的预测结果涵盖所有的情况，这些预测结果将会彼此抵消。少数优秀的树的预测结果将会超脱于芸芸“噪音”，做出一个好的预测。将若干个弱分类器的分类结果进行投票选择，从而组成一个强分类器，这就是随机森林bagging的思想（关于bagging的一个有必要提及的问题：bagging的代价是不用单棵决策树来做预测，具体哪个变量起到重要作用变得未知，所以bagging改进了预测准确率但损失了解释性。）。下图可以形象地描述这个情况：

　　有了树我们就可以分类了，但是森林中的每棵树是怎么生成的呢？

　　每棵树的按照如下规则生成：

　　1）如果训练集大小为N，对于每棵树而言，随机且有放回地从训练集中的抽取N个训练样本（这种采样方式称为bootstrap sample方法），作为该树的训练集；

　　从这里我们可以知道：每棵树的训练集都是不同的，而且里面包含重复的训练样本（理解这点很重要）。

**为什么要随机抽样训练集？（add @2016.05.28）**

　　如果不进行随机抽样，每棵树的训练集都一样，那么最终训练出的树分类结果也是完全一样的，这样的话完全没有bagging的必要；

**为什么要有放回地抽样？（add @2016.05.28）**

　　我理解的是这样的：如果不是有放回的抽样，那么每棵树的训练样本都是不同的，都是没有交集的，这样每棵树都是"有偏的"，都是绝对"片面的"（当然这样说可能不对），也就是说每棵树训练出来都是有很大的差异的；而随机森林最后分类取决于多棵树（弱分类器）的投票表决，这种表决应该是"求同"，因此使用完全不同的训练集来训练每棵树这样对最终分类结果是没有帮助的，这样无异于是"盲人摸象"。

　　2）如果每个样本的特征维度为M，指定一个常数m<<M，随机地从M个特征中选取m个特征子集，每次树进行分裂时，从这m个特征中选择最优的；

　　3）每棵树都尽最大程度的生长，并且没有剪枝过程。

　　一开始我们提到的随机森林中的“随机”就是指的这里的两个随机性。两个随机性的引入对随机森林的分类性能至关重要。由于它们的引入，使得随机森林不容易陷入过拟合，并且具有很好得抗噪能力（比如：对缺省值不敏感）。

**随机森林分类效果（错误率）与两个因素有关：**

* 森林中任意两棵树的相关性：相关性越大，错误率越大；
* 森林中每棵树的分类能力：每棵树的分类能力越强，整个森林的错误率越低。

　　减小特征选择个数m，树的相关性和分类能力也会相应的降低；增大m，两者也会随之增大。所以关键问题是如何选择最优的m（或者是范围），这也是随机森林唯一的一个参数。

[回到顶部](http://www.cnblogs.com/maybe2030/p/4585705.html#_labelTop)

**5 袋外错误率（oob error）**

　　上面我们提到，构建随机森林的关键问题就是如何选择最优的m，要解决这个问题主要依据计算袋外错误率oob error（out-of-bag error）。

　　随机森林有一个重要的优点就是，没有必要对它进行交叉验证或者用一个独立的测试集来获得误差的一个无偏估计。它可以在内部进行评估，也就是说在生成的过程中就可以对误差建立一个无偏估计。

　　我们知道，在构建每棵树时，我们对训练集使用了不同的bootstrap sample（随机且有放回地抽取）。所以对于每棵树而言（假设对于第k棵树），大约有1/3的训练实例没有参与第k棵树的生成，它们称为第k棵树的oob样本。

　　而这样的采样特点就允许我们进行oob估计，它的计算方式如下：

**（note：以样本为单位）**

　　1）对每个样本，计算它作为oob样本的树对它的分类情况（约1/3的树）；

　　2）然后以简单多数投票作为该样本的分类结果；

　　3）最后用误分个数占样本总数的比率作为随机森林的oob误分率。

　　（文献原文：Put each case left out in the construction of the kth tree down the kth tree to get a classification. In this way, a test set classification is obtained for each case in about one-third of the trees. At the end of the run, take j to be the class that got most of the votes every time case n was oob. The proportion of times that j is not equal to the true class of n averaged over all cases is the oob error estimate. This has proven to be unbiased in many tests.）

　　oob误分率是随机森林泛化误差的一个无偏估计，它的结果近似于需要大量计算的k折交叉验证。
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**6 随机森林工作原理解释的一个简单例子**

**描述**：根据已有的训练集已经生成了对应的随机森林，随机森林如何利用某一个人的年龄（Age）、性别（Gender）、教育情况（Highest Educational Qualification）、工作领域（Industry）以及住宅地（Residence）共5个字段来预测他的收入层次。

**收入层次 :**

　　　　Band 1 : Below $40,000

　　　　Band 2: $40,000 – 150,000

　　　　Band 3: More than $150,000

　　随机森林中每一棵树都可以看做是一棵CART（分类回归树），这里假设森林中有5棵CART树，总特征个数N=5，我们取m=1（这里假设每个CART树对应一个不同的特征）。

**CART 1 : Variable Age**

![rf1](data:image/png;base64,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)

**CART 2 : Variable Gender**
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**CART 3 : Variable Education**
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**CART 4 : Variable Residence**
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**CART 5 : Variable Industry**

![rf5](data:image/png;base64,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)

　　我们要预测的某个人的信息如下：

　　1. Age : 35 years ; 2. Gender : Male ; 3. Highest Educational Qualification : Diploma holder; 4. Industry : Manufacturing; 5. Residence : Metro.

　　根据这五棵CART树的分类结果，我们可以针对这个人的信息建立收入层次的分布情况：

![DF](data:image/png;base64,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)

　　最后，我们得出结论，这个人的收入层次70%是一等，大约24%为二等，6%为三等，所以最终认定该人属于一等收入层次（小于$40,000）。

[回到顶部](http://www.cnblogs.com/maybe2030/p/4585705.html#_labelTop)

**7 随机森林的Python实现**

　　利用Python的两个模块，分别为pandas和scikit-learn来实现随机森林。

[![复制代码](data:image/gif;base64,R0lGODlhFAAUANQHADJKYpKluc3P05qy4jJdta/M92KQ3vv8/nKi4rK/0rLC6mJ6mtHe7sHN4ZW19iJLmUp2wqKy0nKa8iJCgsLV9uLq8qKywnKa2oKy4lKC0qLC8qKqwnKS0oKn7cDI1AAAACH5BAEAAB8ALAAAAAAUABQAAAWE4CeOZGmeaKquLKkoSRwJrXLch7XQa4IfAc+ud6AUGIHCS+NwME6WX6Xw6xAaps2BiUFofpICwVMK3CoVxuDQZBgIhEf50EVc1rgKJSInmRkMDQ0dBx0IBhkZfGUAjY0cOAwUChZ9KQYHiIkZG5YoEAcRohYbAZ4nEHAPq6sTLa+wsSUhADs=)](javascript:void(0);)

from sklearn.datasets import load\_iris

from sklearn.ensemble import RandomForestClassifier

import pandas as pd

import numpy as np

iris = load\_iris()

df = pd.DataFrame(iris.data, columns=iris.feature\_names)

df['is\_train'] = np.random.uniform(0, 1, len(df)) <= .75

df['species'] = pd.Factor(iris.target, iris.target\_names)

df.head()

train, test = df[df['is\_train']==True], df[df['is\_train']==False]

features = df.columns[:4]

clf = RandomForestClassifier(n\_jobs=2)

y, \_ = pd.factorize(train['species'])

clf.fit(train[features], y)

preds = iris.target\_names[clf.predict(test[features])]

pd.crosstab(test['species'], preds, rownames=['actual'], colnames=['preds'])

[![复制代码](data:image/gif;base64,R0lGODlhFAAUANQHADJKYpKluc3P05qy4jJdta/M92KQ3vv8/nKi4rK/0rLC6mJ6mtHe7sHN4ZW19iJLmUp2wqKy0nKa8iJCgsLV9uLq8qKywnKa2oKy4lKC0qLC8qKqwnKS0oKn7cDI1AAAACH5BAEAAB8ALAAAAAAUABQAAAWE4CeOZGmeaKquLKkoSRwJrXLch7XQa4IfAc+ud6AUGIHCS+NwME6WX6Xw6xAaps2BiUFofpICwVMK3CoVxuDQZBgIhEf50EVc1rgKJSInmRkMDQ0dBx0IBhkZfGUAjY0cOAwUChZ9KQYHiIkZG5YoEAcRohYbAZ4nEHAPq6sTLa+wsSUhADs=)](javascript:void(0);)

　　分类结果：

　　与其他机器学习分类算法进行对比：

[![复制代码](data:image/gif;base64,R0lGODlhFAAUANQHADJKYpKluc3P05qy4jJdta/M92KQ3vv8/nKi4rK/0rLC6mJ6mtHe7sHN4ZW19iJLmUp2wqKy0nKa8iJCgsLV9uLq8qKywnKa2oKy4lKC0qLC8qKqwnKS0oKn7cDI1AAAACH5BAEAAB8ALAAAAAAUABQAAAWE4CeOZGmeaKquLKkoSRwJrXLch7XQa4IfAc+ud6AUGIHCS+NwME6WX6Xw6xAaps2BiUFofpICwVMK3CoVxuDQZBgIhEf50EVc1rgKJSInmRkMDQ0dBx0IBhkZfGUAjY0cOAwUChZ9KQYHiIkZG5YoEAcRohYbAZ4nEHAPq6sTLa+wsSUhADs=)](javascript:void(0);)

import numpy as np

import matplotlib.pyplot as plt

from matplotlib.colors import ListedColormap

from sklearn.cross\_validation import train\_test\_split

from sklearn.preprocessing import StandardScaler

from sklearn.datasets import make\_moons, make\_circles, make\_classification

from sklearn.neighbors import KNeighborsClassifier

from sklearn.svm import SVC

from sklearn.tree import DecisionTreeClassifier

from sklearn.ensemble import RandomForestClassifier, AdaBoostClassifier

from sklearn.naive\_bayes import GaussianNB

from sklearn.lda import LDA

from sklearn.qda import QDA

h = .02 # step size in the mesh

names = ["Nearest Neighbors", "Linear SVM", "RBF SVM", "Decision Tree",

"Random Forest", "AdaBoost", "Naive Bayes", "LDA", "QDA"]

classifiers = [

KNeighborsClassifier(3),

SVC(kernel="linear", C=0.025),

SVC(gamma=2, C=1),

DecisionTreeClassifier(max\_depth=5),

RandomForestClassifier(max\_depth=5, n\_estimators=10, max\_features=1),

AdaBoostClassifier(),

GaussianNB(),

LDA(),

QDA()]

X, y = make\_classification(n\_features=2, n\_redundant=0, n\_informative=2,

random\_state=1, n\_clusters\_per\_class=1)

rng = np.random.RandomState(2)

X += 2 \* rng.uniform(size=X.shape)

linearly\_separable = (X, y)

datasets = [make\_moons(noise=0.3, random\_state=0),

make\_circles(noise=0.2, factor=0.5, random\_state=1),

linearly\_separable

]

figure = plt.figure(figsize=(27, 9))

i = 1

# iterate over datasets

for ds in datasets:

# preprocess dataset, split into training and test part

X, y = ds

X = StandardScaler().fit\_transform(X)

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=.4)

x\_min, x\_max = X[:, 0].min() - .5, X[:, 0].max() + .5

y\_min, y\_max = X[:, 1].min() - .5, X[:, 1].max() + .5

xx, yy = np.meshgrid(np.arange(x\_min, x\_max, h),

np.arange(y\_min, y\_max, h))

# just plot the dataset first

cm = plt.cm.RdBu

cm\_bright = ListedColormap(['#FF0000', '#0000FF'])

ax = plt.subplot(len(datasets), len(classifiers) + 1, i)

# Plot the training points

ax.scatter(X\_train[:, 0], X\_train[:, 1], c=y\_train, cmap=cm\_bright)

# and testing points

ax.scatter(X\_test[:, 0], X\_test[:, 1], c=y\_test, cmap=cm\_bright, alpha=0.6)

ax.set\_xlim(xx.min(), xx.max())

ax.set\_ylim(yy.min(), yy.max())

ax.set\_xticks(())

ax.set\_yticks(())

i += 1

# iterate over classifiers

for name, clf in zip(names, classifiers):

ax = plt.subplot(len(datasets), len(classifiers) + 1, i)

clf.fit(X\_train, y\_train)

score = clf.score(X\_test, y\_test)

# Plot the decision boundary. For that, we will assign a color to each

# point in the mesh [x\_min, m\_max]x[y\_min, y\_max].

if hasattr(clf, "decision\_function"):

Z = clf.decision\_function(np.c\_[xx.ravel(), yy.ravel()])

else:

Z = clf.predict\_proba(np.c\_[xx.ravel(), yy.ravel()])[:, 1]

# Put the result into a color plot

Z = Z.reshape(xx.shape)

ax.contourf(xx, yy, Z, cmap=cm, alpha=.8)

# Plot also the training points

ax.scatter(X\_train[:, 0], X\_train[:, 1], c=y\_train, cmap=cm\_bright)

# and testing points

ax.scatter(X\_test[:, 0], X\_test[:, 1], c=y\_test, cmap=cm\_bright,

alpha=0.6)

ax.set\_xlim(xx.min(), xx.max())

ax.set\_ylim(yy.min(), yy.max())

ax.set\_xticks(())

ax.set\_yticks(())

ax.set\_title(name)

ax.text(xx.max() - .3, yy.min() + .3, ('%.2f' % score).lstrip('0'),

size=15, horizontalalignment='right')

i += 1

figure.subplots\_adjust(left=.02, right=.98)

plt.show()
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　　这里随机生成了三个样本集，分割面近似为月形、圆形和线形的。我们可以重点对比一下决策树和随机森林对样本空间的分割：

　　1）从准确率上可以看出，随机森林在这三个测试集上都要优于单棵决策树，90%>85%，82%>80%，95%=95%；

　　2）从特征空间上直观地可以看出，随机森林比决策树拥有更强的分割能力（非线性拟合能力）。

　　更多有关随机森林的代码：