**BIOS6643 GLM (Page 1) and LMM (Page 2) Review Questions Fall 2018**

**NOTE: To turn in: 3, 8, 9, 11, 12 (a and b only), 14. The others are for practice and discussion.**

1. Consider using PROC GLM in SAS to fit a regression model. If one of the predictors is gender, coded as an indicator variable (e.g., ‘1’ for Female and ‘0’ for Male), you will essentially get the same model fit whether or not you put this variable into the CLASS statement. Thus, although it is clearly not a continuous variable, we can treat it as such when fitting the model. Briefly describe why this is the case.
2. Complete the practice question in the GLM chapter of the course notes on the bottom of page 63.
3. **The distri**bution of ![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAAAcAAAANAAAAAAAAAAAAAADSAAAAdwEAACBFTUYAAAEAGAUAABcAAAACAAAAAAAAAAAAAAAAAAAACAAAAA4AAAACAAAAAwAAAAAAAAAAAAAAAAAAAD4IAACwDgAARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAAZAAAAHQAAABGAAAATAAAAEAAAABFTUYrIkAAAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEAAAQwAAAAAAAAAIUAAAAwAAAAAAAAABEAAAAwAAAAAAAAAEQAAAAwAAAAIAAAACwAAABAAAABgAAAAYAAAAAkAAAAQAAAA7AkAAOwJAAAMAAAAEAAAAAAAAAAAAAAACgAAABAAAAAAAAAAAAAAABQAAAAMAAAADQAAABIAAAAMAAAAAQAAAFIAAABMAQAAAQAAABP////8AAAAAAAAAAAAAAC8AgAAAAAAAAAAAAJUAGkAbQBlAHMAIABOAGUAdwAgAFIAbwBtAGEAbgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAFgAAAAwAAAAYAAAAGAAAAAwAAAAAAAAAJQAAAAwAAAABAAAAVAAAAFQAAAAeAAAAFAEAAKEAAADnAQAAAQAAAAAAAAAAAAAAHgAAABQBAAABAAAATAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAUAAAALIDAAD6AQAAJQAAAAwAAAAKAACAKAAAAAwAAAABAAAAUgAAAEwBAAABAAAAE/////wAAAAAAAAAAAAAAJABAAAAAAACAAAAAk0AVAAgAEUAeAB0AHIAYQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAADAAAABgAAAAYAAAADAAAAAAAAAAlAAAADAAAAAEAAABUAAAAVAAAADoAAADSAAAAiAAAAKUBAAABAAAAAAAAAAAAAAA6AAAA0gAAAAEAAABMAAAAAgAAAAAAAAAAAAAAAAAAAAAAAABQAAAAJfAAAPoBAABGAAAAHAAAABAAAABFTUYrAkAAAAwAAAAAAAAADgAAABQAAAAAAAAAEAAAABQAAAA=)is given on page 62 of the GLM course notes, which was derived using the linear form result. Derive the distribution of ![](data:image/x-emf;base64,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) if ![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAACEAAAALAAAAAAAAAAAAAACEAwAAOwEAACBFTUYAAAEAAAcAAB4AAAACAAAAAAAAAAAAAAAAAAAAIgAAAAwAAAAJAAAAAwAAAAAAAAAAAAAAAAAAADIjAABYDAAARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAAXgAAAGQAAABGAAAATAAAAEAAAABFTUYrIkAAAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEAAAQwAAAAAAAAAIUAAAAwAAAAAAAAABEAAAAwAAAAAAAAAEQAAAAwAAAAIAAAACwAAABAAAABgAAAAYAAAAAkAAAAQAAAA7AkAAOwJAAAMAAAAEAAAAAAAAAAAAAAACgAAABAAAAAAAAAAAAAAABQAAAAMAAAADQAAABIAAAAMAAAAAQAAAFIAAABMAQAAAQAAAHb///+WAAAAAAAAAAAAAACQAQAAAQAAAAAAAAJUAGkAbQBlAHMAIABOAGUAdwAgAFIAbwBtAGEAbgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAFgAAAAwAAAAYAAAAGAAAAAwAAAAAAAAAJQAAAAwAAAABAAAAVAAAAFQAAABTAgAAlgAAAIcCAAD/AAAAAQAAAAAAAAAAAAAAUwIAAJYAAAABAAAATAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAUAAAAHQAAAAsAQAAJQAAAAwAAAAKAACAKAAAAAwAAAABAAAAUgAAAEwBAAABAAAAE////wIBAAAAAAAAAAAAAJABAAAAAAACAAAAAlMAeQBtAGIAbwBsAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAADAAAABgAAAAYAAAADAAAAAAAAAAlAAAADAAAAAEAAABUAAAAVAAAAAwBAAAAAQAA3wEAANMBAAABAAAAAAAAAAAAAAAMAQAAAAEAAAEAAABMAAAAAgAAAAAAAAAAAAAAAAAAAAAAAABQAAAAPfAAAAMCAAAlAAAADAAAAAoAAIAoAAAADAAAAAEAAABSAAAATAEAAAEAAAAT////AgEAAAAAAAAAAAAAvAIAAAAAAAAAAAACVABpAG0AZQBzACAATgBlAHcAIABSAG8AbQBhAG4AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAABYAAAAMAAAAGAAAABgAAAAMAAAAAAAAACUAAAAMAAAAAQAAAFQAAABgAAAAIwAAAAABAABPAwAA0wEAAAEAAAAAAAAAAAAAACMAAAAAAQAAAwAAAEwAAAACAAAAAAAAAAAAAAAAAAAAAAAAAFQAAABMAGEAWAAAAKoBAADKAAAAOgEAAEYAAAAcAAAAEAAAAEVNRisCQAAADAAAAAAAAAAOAAAAFAAAAAAAAAAQAAAAFAAAAA==) form some vector **a**. Note that the result can also be completed using the linear form result. The proof is short.
4. We’ve discussed how in some cases, the approach of simplifying a general linear model that has class variables up front yields the same result as using a g-inverse, e.g., setting the highest level(s) of factor(s) to 0 is essentially equivalent to the way SAS computes the g-inverse. In the set-to-0 approach, we know that estimates for levels other than the level that did not have an indicator reflect comparisons to that level (i.e., the one without the indicator is the ‘reference level’). Using estimability and the less-than-full-rank model, show how we know this to be true. [Hint: consider estimability of κi–κj in the one-way effects model.]
5. Consider a 3×2 factorial experiment with 2 replicates in each treatment combination. The data will be analyzed using the model ![](data:image/x-emf;base64,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), *i*=1,2,3; *j*=1,2; *k*=1,2 (*k* denotes the replicate).
   1. Write the **β** and **X** matrices for the general linear model for the *effects model* shown above.
   2. What is *r*(**X**)?
   3. Are the following estimable? Justify your response.
      1. ![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAAAkAAAAJAAAAAAAAAAAAAAD/AAAADgEAACBFTUYAAAEAPAMAABAAAAACAAAAAAAAAAAAAAAAAAAACgAAAAoAAAACAAAAAgAAAAAAAAAAAAAAAAAAAAAKAACWCgAARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAAfQAAAH0AAABGAAAATAAAAEAAAABFTUYrIkAAAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEAAAQwAAAAAAAAAIUAAAAwAAAAAAAAABEAAAAwAAAAAAAAAEQAAAAwAAAAIAAAACwAAABAAAABgAAAAYAAAAAkAAAAQAAAA7AkAAOwJAAAMAAAAEAAAAAAAAAAAAAAACgAAABAAAAAAAAAAAAAAABQAAAAMAAAADQAAABIAAAAMAAAAAQAAAFIAAABMAQAAAQAAAAb///8AAQAAAAAAAAAAAACQAQAAAQAAAgAAAAJTAHkAbQBiAG8AbAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAFgAAAAwAAAAYAAAAGAAAAAwAAAAAAAAAJQAAAAwAAAABAAAAVAAAAFQAAAArAAAApgAAAMkAAAB5AQAAAQAAAAAAAAAAAAAAKwAAAKYAAAABAAAATAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAUAAAAG3wAAD/AQAARgAAABwAAAAQAAAARU1GKwJAAAAMAAAAAAAAAA4AAAAUAAAAAAAAABAAAAAUAAAA) ii. ![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAAAkAAAANAAAAAAAAAAAAAAAOAQAAaAEAACBFTUYAAAEAGAUAABcAAAACAAAAAAAAAAAAAAAAAAAACgAAAA4AAAACAAAAAwAAAAAAAAAAAAAAAAAAAJYKAAAaDgAARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAAfQAAAHQAAABGAAAATAAAAEAAAABFTUYrIkAAAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEAAAQwAAAAAAAAAIUAAAAwAAAAAAAAABEAAAAwAAAAAAAAAEQAAAAwAAAAIAAAACwAAABAAAABgAAAAYAAAAAkAAAAQAAAA7AkAAOwJAAAMAAAAEAAAAAAAAAAAAAAACgAAABAAAAAAAAAAAAAAABQAAAAMAAAADQAAABIAAAAMAAAAAQAAAFIAAABMAQAAAQAAAHX///+GAAAAAAAAAAAAAACQAQAAAAAAAAAAAAJUAGkAbQBlAHMAIABOAGUAdwAgAFIAbwBtAGEAbgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAFgAAAAwAAAAYAAAAGAAAAAwAAAAAAAAAJQAAAAwAAAABAAAAVAAAAFQAAACuAAAALgEAAPwAAACXAQAAAQAAAAAAAAAAAAAArgAAAC4BAAABAAAATAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAUAAAADMAAAAMAQAAJQAAAAwAAAAKAACAKAAAAAwAAAABAAAAUgAAAEwBAAABAAAAEP///+gAAAAAAAAAAAAAAJABAAABAAACAAAAAlMAeQBtAGIAbwBsAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAADAAAABgAAAAYAAAADAAAAAAAAAAlAAAADAAAAAEAAABUAAAAVAAAABEAAADwAAAArwAAAMMBAAABAAAAAAAAAAAAAAARAAAA8AAAAAEAAABMAAAAAgAAAAAAAAAAAAAAAAAAAAAAAABQAAAAYfAAANABAABGAAAAHAAAABAAAABFTUYrAkAAAAwAAAAAAAAADgAAABQAAAAAAAAAEAAAABQAAAA=) iii. ![](data:image/x-emf;base64,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) iv. ![](data:image/x-emf;base64,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)
   4. For the bread data (Neter, p. 686; posted on web page) determine the following using SAS PROC IML, R, or other software, based on the less-than-full-rank model written above.
      1. ![](data:image/x-emf;base64,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)
      2. S.E. (![](data:image/x-emf;base64,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))
6. Complete the practice quiz at the end of the GLM chapter of the course notes, page 101.
7. Consider a study or experiment that has two factors (e.g., group and time); each factor has 4 levels and will be treated as a class variable. We will create a model for response ‘y’ as a function of *group*, *time* and *group\*time*; there are 3 replicates for each group-time combination.
   1. How many columns are in **X** for the less-than-full-rank model?
   2. If you were to write a full-rank statistical model for these data, how many parameters would there be? (I.e., how many columns are in **X** for a full-rank model?)
8. **For the Myostatin da**ta, note that the population mean for the myostatin group at 48 hours is ![](data:image/x-emf;base64,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) for the one-way effects model (see the course notes). Write the population means for the following. NOTE: these are not numerical estimates, but parameters or combinations of parameters.
   1. Myostatin group at 48 hours; means model.
   2. Myostatin group at 48 hours; two-way effects model.
   3. Myostatin group, difference between 48 and 72 hours, one-way effects model.
   4. Myostatin group, difference between 48 and 72 hours, two-way effects model.
9. **Show that** ![](data:image/x-emf;base64,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) satisfies the normal equations. (Here, tilde indicates that the beta estimate may not be unique.)
10. Top 5 race times by individual age and gender were recorded for the 1995 Bolder Boulder 10K race. We are going to model race time as a function of age and gender, including linear and quadratic terms for age, as well as age×gender and age2×gender interaction terms, for 30 to 60 year-old males and females. Here, we don’t have a random sample; these are extreme values since they are the fastest times for each age, but we are more concerned with curve fitting than inference.
    1. Write the model in terms of a single outcome (i.e., not in matrix form).
    2. Write **β** and the first 10 rows of **X** for the matrix model (get the data from the course web site).
    3. Analyze the data with PROC GLM. Write the fitted functions for 10K race times by age separately for men and women.
    4. Graph the data using either SAS or R. Use different symbols for males and females and superimpose the fitted functions.

*LMM models*

1. **Review Section 3.6.3** in the GLM course notes. (Note: this should be in the LMM chapter since it is discussing models indexed by subject and time, i.e., applicable for repeated measures.)
   1. Write full-rank and less-than-full-rank models if there is a group variable with 4 levels (i.e., 4 groups), a time variable that is treated as a continuous variable (linear term only), plus group\*time interaction. How many columns are in **X** for each approach?
   2. If time points are unequally spaced then would it be appropriate to treat time as a class variable? Explain.
2. **Consider a study where subjects** in 3 groups (e.g., race or treatment) are observed over 3 times and some health outcome, y, is measured. Unless otherwise mentioned, include a random intercept for subjects to account for the repeated measures. For simplicity, use 2 subjects per group.
   1. **Consider** modeling group and time as class variables, plus interaction. Write statistical models and the X matrix for the following cases.
      1. No restriction placed on the model. I.e., write the less-than-full-rank statistical model.
      2. A set-to-0 restriction is placed on the parameters associated with highest levels.
      3. A sum-to-0 restriction is placed on the parameters associated with highest levels.
3. **Show that** the linear trend for one group compared to another (say Group A versus B) is estimable by showing that **L**=**LH**, where the Moore-Penrose inverse is used in calculating **H**. First you need to construct **L**. (As a check, repeat using SAS’s g-inverse in calculating **H**, but you don’t need to turn that in.
4. Say that both Group and Time are treated as ‘continuous’ (i.e., not included in the CLASS statement in SAS or factor argument in R). How does this change the model and X matrices?
5. Write the statistical models in 12ai if an AR(1) structure for **R** is included.
6. Derive ![](data:image/x-emf;base64,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) in an LMM, given the algebraic form of ![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAAAYAAAAOAAAAAAAAAAAAAADDAAAAhgEAACBFTUYAAAEAGAUAABcAAAACAAAAAAAAAAAAAAAAAAAABwAAAA8AAAABAAAAAwAAAAAAAAAAAAAAAAAAAKgHAABGDwAARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAArwAAAH0AAABGAAAATAAAAEAAAABFTUYrIkAAAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEAAAQwAAAAAAAAAIUAAAAwAAAAAAAAABEAAAAwAAAAAAAAAEQAAAAwAAAAIAAAACwAAABAAAABgAAAAYAAAAAkAAAAQAAAA7AkAAOwJAAAMAAAAEAAAAAAAAAAAAAAACgAAABAAAAAAAAAAAAAAABQAAAAMAAAADQAAABIAAAAMAAAAAQAAAFIAAABMAQAAAQAAAAn////qAAAAAAAAAAAAAACQAQAAAAAAAAAAAAJUAGkAbQBlAHMAIABOAGUAdwAgAFIAbwBtAGEAbgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAFgAAAAwAAAAYAAAAGAAAAAwAAAAAAAAAJQAAAAwAAAABAAAAVAAAAFQAAAA2AAAA2gAAAIQAAACtAQAAAQAAAAAAAAAAAAAANgAAANoAAAABAAAATAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAUAAAAMYCAADWAQAAJQAAAAwAAAAKAACAKAAAAAwAAAABAAAAUgAAAEwBAAABAAAACf///+oAAAAAAAAAAAAAALwCAAAAAAAAAAAAAlQAaQBtAGUAcwAgAE4AZQB3ACAAUgBvAG0AYQBuAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAADAAAABgAAAAYAAAADAAAAAAAAAAlAAAADAAAAAEAAABUAAAAVAAAABwAAAAgAQAAnwAAAPMBAAABAAAAAAAAAAAAAAAcAAAAIAEAAAEAAABMAAAAAgAAAAAAAAAAAAAAAAAAAAAAAABQAAAAsgMAANYBAABGAAAAHAAAABAAAABFTUYrAkAAAAwAAAAAAAAADgAAABQAAAAAAAAAEAAAABQAAAA=) that is obtained via ML estimation. NOTE: there are two types of variance, model-based and empirical. The difference is whether the middle ‘V’ is determined via the model or using squared residual quantities; derive the model-based form. To answer this question, work with the ‘complete data’ form of ![](data:image/x-emf;base64,AQAAAGwAAAAAAAAAAAAAAAYAAAAOAAAAAAAAAAAAAADDAAAAhgEAACBFTUYAAAEAGAUAABcAAAACAAAAAAAAAAAAAAAAAAAABwAAAA8AAAABAAAAAwAAAAAAAAAAAAAAAAAAAKgHAABGDwAARgAAACwAAAAgAAAARU1GKwFAAQAcAAAAEAAAAAIQwNsBAAAArwAAAH0AAABGAAAATAAAAEAAAABFTUYrIkAAAAwAAAAAAAAAHkAJAAwAAAAAAAAAJEAAAQwAAAAAAAAAIUAAAAwAAAAAAAAABEAAAAwAAAAAAAAAEQAAAAwAAAAIAAAACwAAABAAAABgAAAAYAAAAAkAAAAQAAAA7AkAAOwJAAAMAAAAEAAAAAAAAAAAAAAACgAAABAAAAAAAAAAAAAAABQAAAAMAAAADQAAABIAAAAMAAAAAQAAAFIAAABMAQAAAQAAAAn////qAAAAAAAAAAAAAACQAQAAAAAAAAAAAAJUAGkAbQBlAHMAIABOAGUAdwAgAFIAbwBtAGEAbgAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAFgAAAAwAAAAYAAAAGAAAAAwAAAAAAAAAJQAAAAwAAAABAAAAVAAAAFQAAAA2AAAA2gAAAIQAAACtAQAAAQAAAAAAAAAAAAAANgAAANoAAAABAAAATAAAAAIAAAAAAAAAAAAAAAAAAAAAAAAAUAAAAMYCAADWAQAAJQAAAAwAAAAKAACAKAAAAAwAAAABAAAAUgAAAEwBAAABAAAACf///+oAAAAAAAAAAAAAALwCAAAAAAAAAAAAAlQAaQBtAGUAcwAgAE4AZQB3ACAAUgBvAG0AYQBuAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAWAAAADAAAABgAAAAYAAAADAAAAAAAAAAlAAAADAAAAAEAAABUAAAAVAAAABwAAAAgAQAAnwAAAPMBAAABAAAAAAAAAAAAAAAcAAAAIAEAAAEAAABMAAAAAgAAAAAAAAAAAAAAAAAAAAAAAABQAAAAsgMAANYBAABGAAAAHAAAABAAAABFTUYrAkAAAAwAAAAAAAAADgAAABQAAAAAAAAAEAAAABQAAAA=).
7. **For the either the** Dog data or Beta Carotene data, design and compute 2 contrasts and 2 estimates (other than those done in class or previously). Create your tests and estimates based on what you think is interesting. With the output, write up your results in a few sentences.