**Filtering Amino Acid Coding Changing SNPs**

We use the Bioconductor package VariantAnnotation [1] to filter amino acid coding change SNPs. Variants that are 1) annotated as SNP, 2) pass the quality control filter, 3) happen on at least one allele and 4) causing amino sequence change are kept. Across all 645 patients, we identified 179,744 unique amino acid coding change SNPs.

**Partitioning Around Medoids (PAM)**

PAM is a way of implementing k-medoids clustering, a more robust version of k-means clustering [2]. To get the best clustering scheme, we use silhouette score [3] to evaluate the clustering performance under each k value (from 2 to 20). Result shows silhouette score increase as k goes up, reaches maximum value (0.22) when k ranges from 8 to 11and decreases as k is greater than 12, indicating the optimal classification scheme lies within k=8, 9, 10 and 11.

**Consensus Clustering**

Consensus clustering can 1) determine the number of clusters and 2) assess the stability of the discovered clusters by evaluating the consensus across multiple runs of a clustering algorithm (in our case PAM clustering) [4]. Result shows a general trend that as k increases, the PAC (proportion of ambiguous clustering) score decreases. Also, no significant decrease of PAC is observed if k goes beyond 7, indicating the optimal classification scheme lies within k greater than 7.

**Affinity Propagation**

Affinity propagation determines heterogeneities within data by exchanging messages between data points. Such process is repeated until a high-quality set of exemplars and corresponding clusters gradually emerges [5]. Affinity propagation gives clusters with few patients, and we consider those as non-representative. After removing clusters with less than 10 patients, we have 12 representative clusters (negative distance as pairwise similarity, clustering scheme slightly variates when different pairwise similarity measurements methods are used).

**Bipartite Network Modularity**

The relationship between SNPs and patients can be modeled with a bipartite network [6]. It has been reported that the heterogeneity information with the data can be reflected by the network [7]. Based on the constructed bipartite network, we measure modularity using method developed by Newman [8]. This is an especially powerful method compared to the above mentioned ones, because the cluster specific SNPs are also highlighted.
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