**Assignment -4a**

**Title:** To study and implement ADALINE (ADaptive LINear Element) Algorithm in MATLAB.

**Theory:**

**ADALINE** (**Adaptive Linear Neuron** or later **Adaptive Linear Element**) is a single layer [neural network](http://en.wikipedia.org/wiki/Neural_network). It was developed by Professor [Bernard Widrow](http://en.wikipedia.org/wiki/Bernard_Widrow) and his graduate student [Ted Hoff](http://en.wikipedia.org/wiki/Marcian_Hoff) at [Stanford University](http://en.wikipedia.org/wiki/Stanford_University) in 1960. It is based on the [McCulloch–Pitts neuron](http://en.wikipedia.org/wiki/McCulloch%E2%80%93Pitts_neuron). It consists of a weight, a bias and a summation function.

The difference between Adaline and the standard ([McCulloch–Pitts](http://en.wikipedia.org/wiki/McCulloch%E2%80%93Pitts_neuron)) [perceptron](http://en.wikipedia.org/wiki/Perceptron) is that in the learning phase the weights are adjusted according to the weighted sum of the inputs (the net). In the standard perceptron, the net is passed to the activation ([transfer](http://en.wikipedia.org/wiki/Transfer_function)) function and the function's output is used for adjusting the weights.

Adaline is a single layer neural network with multiple nodes where each node accepts multiple inputs and generates one output. Given the following variables:

* x is the input vector
* w is the weight vector
* n is the number of inputs
* ![\theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAOBAMAAAAPuiubAAAAMFBMVEX////m5uYwMDAMDAyKioqenp4EBAS2trYWFhZiYmIiIiJAQEB0dHRQUFDMzMwAAAAbjFf8AAAAAXRSTlMAQObYZgAAAFtJREFUCB1jYGB4e5qBgYFvAecBBgaOAp4FDAynGHgaGBhSGbgbGFg+MDAvYGDK3q1/gYFtAoN/AIN8AMM2Bob3Agy5QJKB9SMDgzwDB0jrg0MMDAzsOycwMAAARFcT5Kl6AmsAAAAASUVORK5CYII=) is a constant
* y is the output

The output is

![y=\sum_{j=1}^{n} x_j w_j + \theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIkAAAAyBAMAAACaB+VMAAAAMFBMVEX///8EBARAQEAiIiIMDAzm5ua2trYWFhaKiopQUFBiYmKenp4wMDB0dHTMzMwAAAD+LYOHAAAAAXRSTlMAQObYZgAAAsJJREFUSA3tVUFrE0EYfc02u8lmsxFBUXKJAUFEIScvIq3XHOwK9VIUc9KLpbEeUntqf0H2IqKXrl7EIrgHQU+1B08ScamIElvcgxehmigqiuI6k52ZbpJtzLrgqXPYed973/cyMzv7BQgdU8eahVAhEumU0Y5UEJp8Zpc+HipEIlMl1YxUEJqcsEY/hAqRSMnV3kQq2En+ryeQ82p0nPS8bzF+V/WcTrX+6lcMF4z9ZtWLxjA279dCs05/YbRsherdpF5S/bV308h4BcbYPUowTLJAqWRLQV7gpZ8Cbg8kJr1AthqapXwyQvkukrvkkahCX7fxtEsGdC/gPn17ap3q+j0be/W8SGUuqTZGS1DTq/hOpETnklzxk+o/RLLuSKW3LglJotxGWQjMRdtdfG5iRbHkr0JiIOHZnFKhmDINSKJaxWvOg7mMWKjbMFqGOi4kDib2cJREjjpqDkmUTLwEnvkSczlv4wAhrkMq+HzgOfN5K3hMoQ7coX4W4JJQq9Uu12p0/y0D+8k0j9wCmbrOBWmxFvoz/tWYx4wBh6T6g62lhQw9kDwVe8dkhTMyruIcsuQ17cMiMi42Vn2J7wgKdZ7DE16xNc8JWP9YJttYyQEnsASV+LR9jbkobuceXGrOihIOJIsjbG6cbRowHgKby9NHHSQzVV9jLvJhltt/34vChIMbHCBt+pC5+IFi9n8GIZ/XceEi2T7UBEOAUnnnBmOKHxiMsdiMwL82OaH+kVq+1kvqpxiz1ThkdhhEuNibvk3MX7M+xteUSFs8t3CTo7/MsxfoeLQ2Ifru5F1ekiybHA6eNY+P/pc3uDKoyp2l0EclSO9g3oeguXEOgxWnbsVy4SsYiePC+xDiuJA+lCyScTCWi+hDsVxEH4rnItnJI41GI96OwPtQ5v4h/rb+YR62Dw20HroPDXIZug8FTP4A15Kw1sUoL3cAAAAASUVORK5CYII=)

Further assumption is that

* ![ x_{n+1} = 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEoAAAASBAMAAAAOI1XYAAAAMFBMVEX///8EBAQMDAyKioqenp5QUFAWFhYiIiLMzMwwMDDm5uZAQEBiYmJ0dHS2trYAAAA5c+EIAAAAAXRSTlMAQObYZgAAAMpJREFUKBVjYCAIuDYQVAJU0FZAhKqV24hRxcBJvKq3p9fcxGsxyCyOC+wF9xvQlXGngUA6WBikioeBLYAPXREKH6SKi4HfASbIAmLMgPFgNMT1/jAuAzeQZSMB50IZEFVhQPMgAKSKAawK3V18DKkMa7mOvz0NVIBQBdEFIUFm2XfoMBzgZTrAj1dV592VdxZwLWRoYlg5c9LM2QsgNiKZxbr/dxSUa85wFKdZCB17GDQu4HIXQlUFw1wHiCqf3wYIYawssB+xyQAAqqwshIAQ3ywAAAAASUVORK5CYII=)
* ![w_{n+1} = \theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE0AAAASBAMAAADs/06hAAAAMFBMVEX///9AQEAiIiLm5uaKiop0dHQWFhYMDAxQUFC2trYEBASenp4wMDBiYmLMzMwAAADLrKySAAAAAXRSTlMAQObYZgAAARFJREFUKBVjYCACvAgkQhEDA58CbwAxCtkmsCoQoy6IgTWBGHWrGRgTGPjubGBYybcaj3qWDwzsCgy8HAc4PzDUYqgTSwMBBaA4z0LB8w0M+9gu8CYwhGCoQwhwXWDw38Bg8N6AqYEhGCq8AaT/AUINiGW/gUEKSF1j4N/AcAEqJcDAwHLrAZQDpd4bMKwAMnMZ5hswwMIRqI6B6wFIAcJ97xm4PwMFljB4MXA/sNWMBalBqAOphQB7BjaQMaoM/Qy8DAG1DB+AHGzq2B7EgDS8uTtVNIDBeAFfAfOZMzVnhKH2gqQggFP2AowJdL0CbwOQh808hCIgi/EC+1Ni1DE94ImGqOO+L4JiAlYOyF6sAABO4z0m1MhI5AAAAABJRU5ErkJggg==)

then the output reduces to the dot product of x and w ![y=x_j \cdot w_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFoAAAAPBAMAAACWxcV1AAAAMFBMVEX///8EBARAQEAiIiIMDAzm5ua2trYWFhaKiopQUFBiYmKenp4wMDB0dHTMzMwAAAD+LYOHAAAAAXRSTlMAQObYZgAAASxJREFUKBVl0DFLw0AUB/A/hiRNQi/gIEKXLo5OzoJzp3yEbC6KQQe1k36DLCK4mEWEopBPIBmchECWghSFDB0r7SIISvHemTsvvQfH/d/vHsclYG85XtAqZ7L1WGjCHnJssB6J7xX44vvaKdUJ0Qd2uksKTfERZ4EBdU9u5nxK/9sznCPWiI/4CV5Jonnk72lHRPgmKPliP9TPIyvFWMg1rD4nvYIFdTVfbJ3SPcIcmZAhwgsu2rvhJfx+rYY4ilAJ6FFsVeymdoX3QuEmLhHUQs7wrFiEznKa+fxUPEfILm7RyMHkuD3NynF5BztIFM9Gh9uVFPEH1JEMXiqT3Lm4aff/Eum0W7neNeLG03qVRR8ayqUzujJYwL7BpqiR/o2KTTBFTdiD1Y8k+QXRgU+/GPRHygAAAABJRU5ErkJggg==)

Architecture of Adaline Network
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Adaline is a simple perceptron like system that accomplishes classification by modifying weights in such a manner so as to minimize the MSE(Mean Square Error).

**LMS/Adaline/Widrow Hoff algorithm:**

1. Start: With a randomly chosen weight vector W0. Let K=1.
2. While mean square error (mse) is unsatisfactory and computational bounds are not exceeded,
3. Do :-
4. Let Pj = (P0, P1, P2…Pm) be an input vector.   
   (Chosen randomly or in some sequence).
5. For which tj is the desired output value, with P0 = 1;   
   update the weight vector t0.  
   Wk = Wk-1 + eta\*(tj – )\*Pj.
6. Increment K;
7. End While.