מחלקת AVLNode

|  |  |  |
| --- | --- | --- |
| שדה (חבר) | ערך דיפולטי | תפקיד |
| Key | none | מפתח של הצומת |
| Value | none | ערך של הצומת |
| left | none | צומת שמאלי (none אם לא קיים כזה) |
| Right | none | צומת ימני (none אם לא קיים כזה) |
| Parent | none | צומת הורה (none אם שורש ולא קיים הורה) |
| height | -1 | גובה (מספר הקשתות מהעלה הכי נמוך). |
| size | 0 | גודל תת העץ של הצומת (כולל עצמו) |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| שם הפונקציה | תפקיד | ערך החזרה | תיאור הלוגיקה | סיבוכיות |
| Get\_key(self) | מחזיר את המפתח של הצומת self (none אם וירטואלי) | Self.key |  |  |
| Get\_value(self) | מחזיר את הערך של הצומת (none אם וירטואלי) | Self.value |  |  |
| Get\_left(self) | מחזיר את הצומת השמאלי (none אם לא קיים כזה) | Self.left |  |  |
| Get\_right(self) | מחזיר את הצומת הימני (none אם לא קיים כזה) | Self.right |  |  |
| Get\_parent(self) | מחזיר את ההורה (none אם לא קיים כזה) | Self.parent |  |  |
| Get\_height(self) | מחזיר את הגובה של תת העץ של הצומת (-1 אם וירטואלי) | Self.height |  |  |
| Get\_size(self) | מחזיר את הגובה של תת העץ של הצומת (0 אם וירטואלי) | Self.size |  |  |
| Set\_key(self, key) | מגדיר מפתח של צומת | self |  |  |
| Set\_value(self, value) | מגדיר ערך של צומת | Self |  |  |
| Set\_left(self, node) | מגדיר צומת כבן שמאלי | Self |  |  |
| Set\_right(self, node) | מגדיר צומת כבן ימני | Self |  |  |
| Set\_parent(self, node) | מגדיר צומת כהורה | Self |  |  |
| Set\_height(self, height) | מגדיר גובה לתת העץ של הצומת | Self |  |  |
| Set\_size(self, size) | מגדיר גודל לתת העץ של הצומת | Self |  |  |
| Is\_real\_node(self) | מחזיר האם הצומת אמיתי או וירטואלי | Self.key!=none |  |  |
| Convert\_node\_to\_real(self) | נקראת לאחר יצירת צומת חדש כדי להפוך אותו לצומת תקין שאינו וירטואלי |  | מגדירה ילדים וירטואלים (ומקשרת אותם להורה שלהם)  מגדירה גובה 0  מגדירה גודל 1 |  |

מחלקת AVLTree

|  |  |  |
| --- | --- | --- |
| שם שדה (חבר) | ערך דיפולטי | תפקיד |
| root | none | שורש העץ |

פונקציות נדרשות –

הערה: הפונקציות הנדרשות משתמשות בפונ' עזר שמתועדות בהמשך המסמך (ולכן בחלק זה נשתמש בסיבוכיות שלהן כנתון, ובחלק הבא נוכיח סיבוכיות כל פונקציה).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| שם הפונקציה | תפקיד | ערך החזרה | לוגיקה | סיבוכיות |
| Search(self,key) | מחזיר מצביע לצומת המתאים למפתח | Node (none אם לא קיים כזה) | 1. אם העץ ריק נחזיר none 2. נבדוק האם שורש העץ הוא הערך הנדרש    1. אם כן נחזיר אותו    2. אם הערך הנדרש קטן יותר מהשורש, נחזור לסעיף 1 עם הבן השמאלי    3. אם הערך הנדרש גדול יותר נחזור לסעיף 1 עם הבן הימני | כאשר n גודל העץ. זו הסיבוכיות במקרה הגרוע בגלל שגובה העץ חסום על ידי  *כפי שראינו בהרצאה* |
| Insert(self, key, value) | מכניסה צומת (עם המפתח והערך) לעץ באופן ששומר על תקינות העץ AVL | מספר פעולות הגלגול שבוצעו | 1. הכנסה רגילה לעץ בעזרת פונ' עזר insert\_node\_bst 2. בדיקת ההורה של הצומת הנכנס:    1. אם לא עבריין AVL, קרא לפונ' עזר update וחזור לסעיף 2 עם ההורה    2. אם כן עבריין, בצע גלגול, ואז חזור לסעיף 2 עם ההורה. 3. החזר כמה גלגולים בוצעו (ערך שחוזר מפונ' העזר rotate) | ההכנסה היא logn עבודה.  סעיף 2 בודק את כל הצמתים עד השורש (אורך המסלול חסום על ידי logn)  לכל צומת מתבצע או גלגול או עדכון – ושניהם דורשים O(1) עבודה. |
| Delete(self, node) | מוחקת את הצומת הנתון | מספר פעולות הגלגול שבוצעו | 1. מחיקה רגילה בעזרת פונ' עזר delete\_node\_bst 2. בדיקת ההורה של הצומת הנמחק    1. אם לא עבריין AVL קרא לפונ' update וחזור לסעיף 2 עם ההורה    2. אם כן עבריין בצע גלגול ואז חזור לסעיף 2 עם ההורה 3. החזר כמה גלגולים בוצעו | המחיקה הרגילה היא logn עבודה.  סעיף 2 בודק את כל הצמתים עד השורש (אורך המסלול חסום על ידי logn)  לכל צומת מתבצע או גלגול או עדכון – ושניהם דורשים O(1) עבודה. |
| Avl\_to\_array(self) | מחזירה מערך עם איברי העץ בסריקת inorder | מערך כנדרש | 1. צור מערך ריק 2. קרא לפונ' העזר inorder\_rec שתמלא את המערך 3. החזר המערך המלא | כסיבוכיות פונ' העזר שנדרשת לעבור על כל צומת פעם אחת |
| Size(self) | מחזירה את הגודל של שורש העץ  אם אין השורש לא הוגדר (עץ ריק) מחזירה 0 | מספר הצמתים תחת השורש (כולל עצמו) |  | Size הוא שדה של הצומת והשורש הוא שדה של העץ ולכן סה"כ מתבצעות רק שליפות שדות |
| Split(self, node) | מפרידה את העץ לשני עצי AVL כך שבראשון יש רק צמתים שמפתחותיהם קטנים מnode ובשני גדולים מnode | מערך עם שני העצים | 1. הגדר את תת העץ הימני של node להיות "עץ גדולים יותר" ואת תת העץ השמאלי להיות "עץ קטנים יותר" (אם לא קיים אחד הבנים אז יווצר עץ ריק) 2. עולים במורד העץ    1. בכל פנייה שמאלה לצומת x, מאחדים בין "עץ קטנים יותר" והבן השמאלי של x כאשר x הצומת המחבר    2. בכל פנייה ימינה לצומת x מאחדים בין "עץ גדולים יותר" והבן הימני של x כאשר x הצומת המחבר 3. החזר את "עץ קטנים יותר" ואת "עץ גדולים יותר" | כל איחוד של עצים עולה עבודה של הפרש הגבהים בינהם. סך כל העבודה יוצא טור טלסקופי כפי שראינו בהרצאה שסכומו O(logn) |
| Join(self, tree, key, value) | מאחדת את tree לתוך self בעזרת צומת מחבר בעל המפתח והערך הנתונים | הפרש הגבהים בין העצים + 1 | 1. אם אחד העצים ריק, הכנס את הצומת המחבר לתוך השני (בעזרת insert) וזה העץ המאוחד 2. אם self גבוה יותר מtree    1. אם המפתחות של self גדולים יותר משל tree – הכנס את tree לתוך self בעזרת פונ' עזר join\_to\_left    2. אחרת, הכנס את tree לתוך self בעזרת join\_to\_right    3. Self הוא העץ המאוחד הנדרש 3. אחרת (tree גבוה יותר מself)    1. אם המפתחות של self גדולים יותר משל tree – אחד את self לתוך tree בעזרת join\_to\_right    2. אחרת, אחד את self לתוך tree בעזרת join\_to\_left    3. Tree הוא העץ המאוחד הנדרש, הזזת המצביע של self להיות tree | הסיבוכיות היא הפרש הגבהים כי זאת הסיבוכיות של פונקציות העזר.  מלבדן, פונקציה זו עושה מספר פעולות קבוע בלבד |
| Rank(self, node) | מחזירה את המיקום בעץ של הצומת | המיקום (לפי המפתח) | סוכמים את תת גודל תת העץ השמאלי (אם לא קיים כזה אז אפס).  עולים מהצומת לכיוון השורש  בכל פנייה שמאלה, מוסיפים לסכימה את גודל תת העץ השמאלי של הצומת שהגענו אליו (מימין) + 1 (כדי לספור גם את הצומת הנוכחי). | נבצע לכל היותר עלייה אחת במורד העץ, שגובהו חסום על ידי logn.  בכל צומת נבצע O(1) פעולות עבור הסכימה. |
| Select(self, i) | מחזירה את הצומת במיקום הi (לפי מפתח) בעץ | הצומת הנדרש | קוראת לפונ' העזר select\_rec עם העץ המלא (שמתחיל בשורש) | כי זו הסיבוכיות של פונ' העזר שמבצעת לכל היותר ירידה אחת במורד העץ |
| Get\_root(self) | מחזירה את שורש העץ | השורש |  | השורש הוא שדה של העץ |

פונקציות עזר –

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| שם | תפקיד | ערך החזרה | תיאור לוגיקה | סיבוכיות |
| Insert\_node\_bst(self, key, val) | הכנסה לעץ חיפוש בינארי רגיל | מצביע לצומת החדש שנוצר | 1. אם העץ ריק – הכנס את הצומת כשורש  2. אם העץ צומת יחיד- הכנס שמאלה אם קטן יותר או ימינה אם גדול יותר  3. אחרת  3.1 אם הצומת בעל מפתח קטן יותר, חזור לסעיף 2 עם תת העץ השמאלי  3.2 אם הצומת בעל מפתח גדול יותר, חזור לסעיף 2 עם תת העץ הימני | כאשר n גודל העץ. זו הסיבוכיות במקרה הגרוע בגלל שגובה העץ חסום על ידי  *כפי שראינו בהרצאה* |
| Delete\_leaf(self, node) | מחיקה של עלה | none | מגדירים להורה של node ילדים וירטואלים |  |
| Delete\_one\_child(self, node) | מחיקה של צומת שיש לו בן אחד וירטואלי ובן שני עם תוכן | none | מחברים את ההורה של הצומת לבן היחיד של הצומת |  |
| Get\_successor(self,node) | מחזירה את הצומת בעל הערך הגדול הכי קרוב לצומת. אם הצומת הוא המקסימלי בעץ – מחזירים none | AVLNode | אם יש לצומת בן ימני – הולכים ימינה ועד הסוף שמאלה  אחרת – עולים למעלה עד הפנייה הראשונה ימינה.  (זהה למימוש שהוצג בהרצאה | זו הסיבוכיות במקרה הגרוע בגלל שגובה העץ חסום על ידי  *כפי שראינו בהרצאה* |
| Delete\_node\_bst(self, node) | מחיקה מעץ חיפוש בינארי | none | אם הצומת עלה – מוחקת בעזרת הפונקציה delete\_leaf  אם הצומת בעל בן יחיד – מוחקים בעזרת delete\_one\_child  אחרת – מוצאים את הsuccessor של הצומת, מוחקים אותו (הוא בהכרח יהיה עלה או צומת בעל בן יחיד) ומציבים במקומו את התוכן של הצומת | זו הסיבוכיות במקרה הגרוע כיוון שלכל היותר נבצע פעולת successor אחת שזו העלות שלה. |
| Calculate\_bf(self, node) | חישוב BF של הצומת | BF | הפרש הגבהים בין הבן השמאלי לבן הימני | כי גובה הוא שדה של הצומת |
| Update(self, node) | מעדכנת שדות גובה וגודל של הצומת הנתון (לפי ערכי ילדיו) | none | מגדירים גודל להיות 1+ סכום גדלי הילדים  מגדירים גובה להיות 1+ מקסימום גבהי הילדים | משתמשת בשליפת שדות בלבד |
| Rotate(self, criminal\_node, criminal\_node\_bf) | מבצעת גלגול/ים מתאים מהצומת העבריין | מספר פעולות הגלגול שבוצעו | מפנה לגלגול שמאלה/ימינה/גם וגם לפי הערכים שהוצגו בהרצאה.  למשל – עבור bf=2 של הצומת וbf=1 של הבן השמאלי מבצעים גלגול ימינה | מבצעת לכל היותר שתי פעולות גלגול שגם הן בסיבוכיות הזאת. |
| Right\_rotation(self, node) | מבצעת גלגול אחד ימינה | none | שינוי מצביעים כך שהבן השמאלי של הצומת "יעלה" למעלה, הצומת יהפוך להיות בנו הימני (והילדים שלהם זזים בהתאם).  קריאה ל update עבור הצומת ובנו השמאלי (כי הם היחידים שעשויים לשנות גובה) | הזזת מצביעים (מספר פעולות קבוע) וקריאה לupdate שהוא גם |
| Left\_rotation(self, node) | מבצעת גלגול אחד שמאלה | none | סימטרי לגלגול ימינה | מאותו שיקול של גלגול ימינה |
| Inorder\_rec(self, node, avl\_list) | ממלאת את הרשימה באיברי העץ בסריקת inorder | None  אין צורך להחזיר כי הפונקציה עורכת את הרשימה | קוראים לפונקציה עם הבן השמאלי של הצומת  מכניסים לרשימה את הצומת  קוראים לפונקציה עם הבן הימני של הצומת | עוברים על כל צומת בעץ פעם אחת ומבצעים בו עבודה של |
| Select\_rec(self, node, i) | מחפשת את הצומת במיקום ה- i בתת העץ של node | AVLNode | אם node הוא הצומת הנדרש, מחזירים אותו.  אם i קטן מהמיקום של node - קוראים רקורסיבית לפונקציה שוב עם תת העץ השמאלי שלו.  אחרת – קוראים לפונקציה עם תת העץ הימני (ומחפשים ערך i מתאים) | נבצע לכל היותר ירידה אחת מלאה במורד העץ, וגובהו חסום על ידי logn |
| Join\_to\_left(self, tree, key, value) | מאחדת לתוך self עץ נמוך יותר בעל מפתחות קטנים יותר בעזרת צומת מחבר (שהמפתח שלו קטן ממפתחות self וגדול ממפתחות tree) | הפרש גבהי העצים + 1 | 1. יורדת לאורך ענף שמאל עד לצומת בגובה של tree (נסמנו b) 2. משנה מצביעים שהבן השמאלי של המחבר יהיה tree, הבן הימני שלו יהיה b וההורה שלו יהיה ההורה הקודם של b 3. מבצעת גלגולים (במידת הצורך) ועדכונים (תמיד) מהצומת המחבר עד לשורש העץ | כמות העבודה היא כהפרש הגבהים כיוון ש:  זאת כמות הצמתים שיהיה צריך לרדת במורד העץ  שינוי המצבעים הוא מספר קבוע של פעולות  גלגולים ועדכונים למעלה דורשים כמות קבועה של פעולות לכל צומת במסלול עד השורש (ומסלול זה באורך הפרש הגבהים). |
| Join\_to\_right(self, tree, key, value) | מאחדת לתוך self עץ נמוך יותר בעל מפתחות גדולים יותר בעזרת צומת מחבר (שהמפתח שלו גדול ממפתחות self וקטן ממפתחות tree) | הפרש גבהי העצים + 1 | זהה לפונקציה הקודמת (איחוד משמאל) | מאותו שיקול כמו הפונקציה הקודמת (איחוד משמאל) |

**שאלות תיאורטיות**

**שאלה 1:**

1. כיצד מימשנו את הניסוי –

מוסיפים שדה מקסימום לעץ ומתחזקים אותו בכל הכנסה.

שינינו את פונ ההכנסה כך שהחיפוש יפעל באופן הבא:

* עולים מהמקסימום במעלה העץ עד שמגיעים לצומת (X) שההורה שלו כבר קטן מהצומת שצריך להכניס (או עד השורש, מי שמגיע קודם).
  + בכל עלייה מוסיפים 1 לסכימת הצעדים
* מתחילים לרדת מ(X) עד למקום שבו צריך להכניס את הצומת
  + בכל פנייה שמאלה סוכמים את גודל תת העץ הימני של הצומת ממנו פנינו + 1 בשביל הצומת ממנו פונים (זה ייתן לנו בסוף את n פחות הדרגה של הצומת == כמה חילופים הוא עושה עם צמתים שגדולים ממנו)
  + בכל פנייה (ימינה או שמאלה) מוסיפים 1 לסכימת הצעדים הכוללת
* בסוף ההכנסה מבצעים גלגולים וסוכמים את כמות הגלגולים אם היו
* סהכ לכל צומת מקבלים עלות מיון = סכימת צעדים + כמות גלגולים
* סוכמים את כל המדדים עבור כל צומת שמכניסים

תוצאות הניסוי

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| מספר מערך | מספר חילופים במערך ממוין-הפוך | עלות מיון AVL עבור מערך ממוין-הפוך | מספר חילופים במערך מסודר אקראית | עלות מיון AVL עבור מערך מסודר אקראי | מספר החילופים במערך כמעט ממוין | עלות מיון AVL עבור מערך כמעט ממוין |
| 1 | 4498500 | 64824 | 2158799 | 44456 | 448500 | 45469 |
| 2 | 17997000 | 141655 | 9181872 | 100052 | 897000 | 90228 |
| 3 | 71994000 | 307318 | 36168229 | 215893 | 1794000 | 179746 |
| 4 | 287988000 | 662645 | 114273147 | 456337 | 3588000 | 358785 |
| 5 | 1151976000 | 1421300 | 575400647 | 967819 | 7176000 | 716864 |

1. מספר חילופים – בגלל שהצמתים נכנסים מהגדול לקטן, כל זוג צמתים מקיים את ההגדרה של חילוף שהוצגה בתרגיל. סה"כ יש זוגות של צמתים ולכן זו כמות החילופים. ראינו במבוא מורחב שכמות זו . נימוק: ומכך אנחנו רואים שההתנהגות הגבולית של שתי הפונקציות זהה עד כדי קבוע ולכן הן חוסמות אחת את השנייה.

עלות חיפוש – החיפוש מתחיל במקסימום ותמיד נדרש להכניס את המינימום, לכן בהכרח תתבצע עלייה מלאה מהמקסימום לשורש ואחריה ירידה מלאה לקצה השמאלי של השורש.

ראינו בתרגיל בית 2 שגובה העץ הוא ולכן בכל צומת כמות העבודה שתדירש להכניסו היא כאשר n זה כמות הצמתים שיש בעץ באותו רגע. סהכ עבודה להכניס את כל הצמתים זה

כאשר ראינו בתרגול את המעבר האחרון.

1. מספר חילופים – מספר זה יוצא תואם לניתוח הסיבוכיות, הראנו שעבור מספרים גדולים מאוד ההתנהגות של מספר החילופים מתנהגת כמו וככה אכן נראות התוצאות בטבלה

עלות חיפוש – מספר זה יוצא תואם לניתוח הסיבוכיות, ניתן לראות שהערכים שהתקבלו בטבלה מתנהגים קרוב מאוד ל שזה בדיוק מה שציפינו לו בסעיף הקודם.

שאלה 2:

1. *תוצאות הניסוי*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| מספר סידורי i | עלות join ממוצע עבור split אקראי | עלות join מקסימלי עבור split אקראי | עלות join ממוצע עבור split של האיבר מקסימלי בתת העץ השמאלי | עלות join מקסימלי עבור split של איבר מקסימלי בתת העץ השמאלי |
| *1* | *2.363* | *5* | *2.454* | *13* |
| *2* | *2.5* | *5* | *2.666* | *14* |
| *3* | *2.071* | *4* | *2.642* | *15* |
| *4* | *2.416* | *5* | *2.5* | *16* |
| *5* | *2.642* | *6* | *2.857* | *18* |
| *6* | *2.533* | *5* | *2.666* | *19* |
| *7* | *2.277* | *6* | *2.555* | *20* |
| *8* | *2.687* | *8* | *2.611* | *21* |
| *9* | *2.421* | *5* | *2.647* | *22* |
| *10* | *2.25* | *8* | *2.842* | *23* |

1. *תהי פעולת פיצול כלשהיא.*

*נסמן:*

* 1. *h - העומק של הצומת לפיצול סביבה.*
  2. *TW – כל העבודה שמתבצעת עבור פעולות הפיצול. O(log(h)) מהנתון.*
  3. *J – מספר פעולות ה join המתבצעות בפעולת בפיצול. בדיוק h.*

*מכאן נראה כי עלות הפעולה הממוצעת הינו TW/J. ולכן נצפה לקבל עלות קבועה כלשהיא כפי שרואים בטבלה.*

1. בניסוי השני של split על האיבר המקסימלי בתת העץ השמאלי של השורש, אנחנו שמים לב שבעת הפיצול, אנחנו עולים מהצומת למעלה בכיוון שמאלה (ולכן כל העליות גוררות איחודים של תתי עצים לתוך עץ "הקטנים יותר" כפי שראינו בהרצאה), אבל העלייה האחרונה היא עליה לכיוון ימין ולכן היא היחידה שגוררת איחוד של תת עץ לתוך עץ ה"גדולים יותר". בשלב הזה עץ ה"גדולים יותר" ריק והעץ שיש לאחד לתוכו הוא כל תת העץ הימני של השורש. בגלל שגובה תת העץ הימני של השורש הוא בערך , ניתן לצפות שזה יהיה האיחוד בעל הפרש הגבהים הכי גדול, ואכן התוצאות מתיישרות עם הציפייה.