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# Introduction

The HinMine algorithm is an algorithm designed to construct networ-analysis-based feature vectors for data instances that can be either nodes in a network or standard data instances with a fixed set of numeric features. In this implementation, the input for the algorithm is a set of data instances, and the output of the algorithm is a new data set with the same instances, but new features constructed out of them.

The algorithm works in two steps. In the first step, a network is constructed out of the input data, where the nodes of the network correspond to the data instances and the strength of the connection between two instances exponentially depends on the square of the Euclidean distance between the two instances. In the second step, network propositionalization is performed on the resulting network. Network propositionalization is a method for constructing feature vectors for each target node in the network using the personalized PageRank (P-PR) algorithm. The personalized PageRank of node *v* in a network is defined as the stationary distribution of the position of a random walker who starts the walk in node $v$ and then at each node either selects one of the outgoing connections or jumps back to node *v*. The probability (denoted *p*) of continuing the walk is a parameter of the personalized PageRank algorithm and is by default set to 0.85. Once calculated, the resulting PageRank vectors are normalized according to the Euclidean norm. The resulting vector contains information about the proximity of node *v* to each of the remaining nodes of the network. We consider the P-PR vectors of a node as a propositionalized feature vector of the node. Because two nodes with similar P-PR vectors will be in proximity of similar nodes a classifier should consider them as similar instances. The constructed feature vectors can be then used to analyze the nodes from which they were calculated, and therefore, the original data instances.

The algorithm has two parameters:

* *damping:* The variable *p* used in the construction of the P-PR vectors during propositionalization. The value of this variable can be any real number between 0 and 1. Smaller values of the damping factor ensure faster calculation of the feature vectors, however larger values of *p* mean that the algorithm is capable of performing longer walks, exploring more of the structure of the data.
* *normalize (True/False):* This variable determines whether the feature values of the input data instances should be normalized or not. If True, then the values of each feature are normalized to be between 0 and 1. This allows the algorithm to fairly compare two features measured with incomparable units. The value of this variable should be False if the difference in the size of the features carries inherent meaning.

## Algorithm inputs

In this document, we will present the results obtained on the well known iris data set. The input of the algorithm were 150 examples of plants belonging to one of three iris species. Each of the 150 examples is represented as a 4-dimensional real valued vector.

The algorithm was also tested on the MIP sample data set provided on the HBP Medical Github repository. In general, the input of the algorithm can be any data set containing instances with real-valued features.

## Algorithm output

As needed by the MIP, our algorithm’s output is a tabular data resource json file. As the full output of the algorithm contains several thousand lines, we provide only the beginning of the output in this report.

|  |
| --- |
| {  "profile": "tabular-data-resource",  "name": "hinmine-features",  "data": [  {  "id": 0,  "feature\_1": 0,  "feature\_2": 0.081874568205328,  "feature\_3": 0.081856207212214,  "feature\_4": 0.081878544534181,  "feature\_5": 0.081864668272543,  "feature\_6": 0.081965914631169,  "feature\_7": 0.081904945848386,  "feature\_8": 0.081885784674593,  "feature\_9": 0.081855622333304,  "feature\_10": 0.081839125645803,  "feature\_11": 0.081877595539106,  "feature\_12": 0.081892322698622,  "feature\_13": 0.08182316454549,  "feature\_14": 0.081763734167327,  "feature\_15": 0.081814936954752,  "feature\_16": 0.081885316524763,  "feature\_17": 0.081917562703545,  "feature\_18": 0.08191498080031,  "feature\_19": 0.081938152208541,  "feature\_20": 0.08190907517633,  "feature\_21": 0.081915299168662,  "feature\_22": 0.081954163812177,  "feature\_23": 0.081797130405308,  "feature\_24": 0.082027023218987,  "feature\_25": 0.081923764772872,  "feature\_26": 0.081901157297496,  "feature\_27": 0.081978652564218,  "feature\_28": 0.081885946228309,  "feature\_29": 0.081877349088775,  "feature\_30": 0.081893361496967,  "feature\_31": 0.081896769327747,  "feature\_32": 0.081973535033358,  "feature\_33": 0.081790370346371,  "feature\_34": 0.081818312246382,  "feature\_35": 0.081839125645803,  "feature\_36": 0.081850839305016,  "feature\_37": 0.081864099837771,  "feature\_38": 0.081839125645803,  "feature\_39": 0.081844585487063,  "feature\_40": 0.081887917944925,  "feature\_41": 0.0818998146481,  "feature\_42": 0.081853742144385,  "feature\_43": 0.081845085386314,  "feature\_44": 0.082034298093675,  "feature\_45": 0.081990176064373,  "feature\_46": 0.081915045733977,  "feature\_47": 0.081877585504569,  "feature\_48": 0.081865832845753,  "feature\_49": 0.081876408229588,  "feature\_50": 0.081876033945362,  "feature\_51": 0.082096986155611,  "feature\_52": 0.082108747557712,  "feature\_53": 0.082061750653223,  "feature\_54": 0.08214131132545,  "feature\_55": 0.082093699935787,  "feature\_56": 0.082148271198145,  "feature\_57": 0.082066840873971,  "feature\_58": 0.082167408675262,  "feature\_59": 0.082132259565245,  "feature\_60": 0.082153474627863,  "feature\_61": 0.082127342925053,  "feature\_62": 0.082132857354859,  "feature\_63": 0.082147309456883,  "feature\_64": 0.082117788800879,  "feature\_65": 0.082187993326564,  "feature\_66": 0.082129744620826,  "feature\_67": 0.082115020136474,  "feature\_68": 0.08218304396615,  "feature\_69": 0.082063824347288,  "feature\_70": 0.082178372008084,  "feature\_71": 0.081993835625896,  "feature\_72": 0.082173017755874,  "feature\_73": 0.082056008578193,  "feature\_74": 0.082141814016012,  "feature\_75": 0.082157039855547,  "feature\_76": 0.082131838038351,  "feature\_77": 0.082090288825199,  "feature\_78": 0.081998190083203,  "feature\_79": 0.082112230956186,  "feature\_80": 0.082192763281891,  "feature\_81": 0.082172868196363,  "feature\_82": 0.082175085877951,  "feature\_83": 0.082185158026807,  "feature\_84": 0.082024562696009,  "feature\_85": 0.082113538729767,  "feature\_86": 0.082083267087556,  "feature\_87": 0.082086198616537,  "feature\_88": 0.082116905075811,  "feature\_89": 0.082175856211894,  "feature\_90": 0.082157973075887,  "feature\_91": 0.082155234973313,  "feature\_92": 0.082127662253741,  "feature\_93": 0.082176254966312,  "feature\_94": 0.082160962736619,  "feature\_95": 0.082161756710668,  "feature\_96": 0.082182276948584,  "feature\_97": 0.082169420968564,  "feature\_98": 0.082160623722696,  "feature\_99": 0.082174833991794,  "feature\_100": 0.082171033313439,  "feature\_101": 0.081420242224778,  "feature\_102": 0.081911703769544,  "feature\_103": 0.08168301234194,  "feature\_104": 0.081895867250491,  "feature\_105": 0.081659057730241,  "feature\_106": 0.081531961390056,  "feature\_107": 0.082023158281288,  "feature\_108": 0.081749530060762,  "feature\_109": 0.081837847126967,  "feature\_110": 0.081363678097425,  "feature\_111": 0.08186352738134,  "feature\_112": 0.081882105793192,  "feature\_113": 0.081752438731394,  "feature\_114": 0.081861395999497,  "feature\_115": 0.081618216563502,  "feature\_116": 0.081664500024087,  "feature\_117": 0.081907222720196,  "feature\_118": 0.081420357362782,  "feature\_119": 0.081324383261055,  "feature\_120": 0.082023457372349,  "feature\_121": 0.081597361318297,  "feature\_122": 0.081887106668588,  "feature\_123": 0.08155434050064,  "feature\_124": 0.081970333066562,  "feature\_125": 0.081726796419439,  "feature\_126": 0.081808805351371,  "feature\_127": 0.081985365680417,  "feature\_128": 0.081982579648671,  "feature\_129": 0.081744716314441,  "feature\_130": 0.081910300081514,  "feature\_131": 0.081733541226388,  "feature\_132": 0.081580056627298,  "feature\_133": 0.081685241417162,  "feature\_134": 0.082052020581462,  "feature\_135": 0.082005133446992,  "feature\_136": 0.081494852158091,  "feature\_137": 0.081553366912755,  "feature\_138": 0.081910265191981,  "feature\_139": 0.081992722928514,  "feature\_140": 0.081762640273937,  "feature\_141": 0.081548356163247,  "feature\_142": 0.081673137430893,  "feature\_143": 0.081911703769544,  "feature\_144": 0.081570661389769,  "feature\_145": 0.081456825266617,  "feature\_146": 0.081668043857118,  "feature\_147": 0.081905192180923,  "feature\_148": 0.081852068016228,  "feature\_149": 0.08165159204295,  "feature\_150": 0.081964036614191  },  {  "id": 1,  "feature\_1": 0.081868611189632,  "feature\_2": 0,  "feature\_3": 0.081856045100972,  "feature\_4": 0.081879341063579,  "feature\_5": 0.081860767139209,  "feature\_6": 0.081959047645024,  "feature\_7": 0.0819031505784,  "feature\_8": 0.081883611475368,  "feature\_9": 0.081858335306064,  "feature\_10": 0.081839638651118,  "feature\_11": 0.081872453395851,  "feature\_12": 0.081890338453205,  "feature\_13": 0.081824635809201,  "feature\_14": 0.081765676849821,  "feature\_15": 0.081806828126611,  "feature\_16": 0.081873855701718,  "feature\_17": 0.081910695099769,  "feature\_18": 0.081911849536781,  "feature\_19": 0.081931864727812,  "feature\_20": 0.081903353018229,  "feature\_21": 0.08191274871983,  "feature\_22": 0.081949305940863,  "feature\_23": 0.081793606776118,  "feature\_24": 0.082025621253965,  "feature\_25": 0.081921781008278,  "feature\_26": 0.081902440339714,  "feature\_27": 0.081976480401454,  "feature\_28": 0.081882720290227,  "feature\_29": 0.08187498698347,  "feature\_30": 0.081893199711994,  "feature\_31": 0.081897377170743,  "feature\_32": 0.081970985246262,  "feature\_33": 0.081781964235591,  "feature\_34": 0.081808760915557,  "feature\_35": 0.081839638651118,  "feature\_36": 0.081850393872179,  "feature\_37": 0.081860590628028,  "feature\_38": 0.081839638651118,  "feature\_39": 0.081846434493361,  "feature\_40": 0.081885650345426,  "feature\_41": 0.081896777684947,  "feature\_42": 0.081861540113681,  "feature\_43": 0.081845206479739,  "feature\_44": 0.082031263910021,  "feature\_45": 0.081984455714866,  "feature\_46": 0.081916517641764,  "feature\_47": 0.081871863031043,  "feature\_48": 0.081865765247061,  "feature\_49": 0.081871360408618,  "feature\_50": 0.081874724661,  "feature\_51": 0.082094682701409,  "feature\_52": 0.082107005056707,  "feature\_53": 0.082060398681948,  "feature\_54": 0.082148127222473,  "feature\_55": 0.082095286378539,  "feature\_56": 0.08215060963295,  "feature\_57": 0.082064339996459,  "feature\_58": 0.082173948783151,  "feature\_59": 0.082132897548986,  "feature\_60": 0.082157140309464,  "feature\_61": 0.082137222812237,  "feature\_62": 0.082133293916417,  "feature\_63": 0.082154525138062,  "feature\_64": 0.082118894403938,  "feature\_65": 0.082189570245757,  "feature\_66": 0.082128575939686,  "feature\_67": 0.082115737331217,  "feature\_68": 0.082186152935725,  "feature\_69": 0.082070821708521,  "feature\_70": 0.082183386545875,  "feature\_71": 0.081992566237122,  "feature\_72": 0.082174982904926,  "feature\_73": 0.082060344392198,  "feature\_74": 0.082143777828027,  "feature\_75": 0.082157865406645,  "feature\_76": 0.082131619434344,  "feature\_77": 0.082091594960684,  "feature\_78": 0.081997880820789,  "feature\_79": 0.082113429844404,  "feature\_80": 0.082196829362776,  "feature\_81": 0.082178836393617,  "feature\_82": 0.082181058089855,  "feature\_83": 0.082188264965894,  "feature\_84": 0.082027466668223,  "feature\_85": 0.082114443005881,  "feature\_86": 0.082080189611786,  "feature\_87": 0.082085032397401,  "feature\_88": 0.082122964694553,  "feature\_89": 0.082176574127007,  "feature\_90": 0.082163074585032,  "feature\_91": 0.082159478273666,  "feature\_92": 0.082127911728805,  "feature\_93": 0.082180219764472,  "feature\_94": 0.082168268523013,  "feature\_95": 0.082165047828726,  "feature\_96": 0.082182901184621,  "feature\_97": 0.082170902937593,  "feature\_98": 0.082161636741015,  "feature\_99": 0.082180325176174,  "feature\_100": 0.082173373417915,  "feature\_101": 0.081417782839193,  "feature\_102": 0.081914785915676,  "feature\_103": 0.081682337745355,  "feature\_104": 0.081896782129163,  "feature\_105": 0.081658938255837,  "feature\_106": 0.081530828671678,  "feature\_107": 0.082028798607006,  "feature\_108": 0.081749516371734,  "feature\_109": 0.081841788169072,  "feature\_110": 0.081357871498902,  "feature\_111": 0.081861705992952,  "feature\_112": 0.081884628122622,  "feature\_113": 0.08175204051083,  "feature\_114": 0.08186626840855,  "feature\_115": 0.081620434993954,  "feature\_116": 0.081662780270687,  "feature\_117": 0.081907100972786,  "feature\_118": 0.081412398330322,  "feature\_119": 0.081326525298622,  "feature\_120": 0.082030633424299,  "feature\_121": 0.081595183168103,  "feature\_122": 0.081889522676163,  "feature\_123": 0.081554803239951,  "feature\_124": 0.081972953561372,  "feature\_125": 0.081723949438018,  "feature\_126": 0.081806337052432,  "feature\_127": 0.081987227618471,  "feature\_128": 0.081982829587983,  "feature\_129": 0.0817463838173,  "feature\_130": 0.081909526917832,  "feature\_131": 0.081734282552394,  "feature\_132": 0.081571884035662,  "feature\_133": 0.081686907077446,  "feature\_134": 0.08205379229902,  "feature\_135": 0.082008797921157,  "feature\_136": 0.081493628358703,  "feature\_137": 0.081550055513454,  "feature\_138": 0.081909385499274,  "feature\_139": 0.08199306600913,  "feature\_140": 0.081761301248765,  "feature\_141": 0.081547208849445,  "feature\_142": 0.081671801060866,  "feature\_143": 0.081914785915676,  "feature\_144": 0.081568577041844,  "feature\_145": 0.081453995356366,  "feature\_146": 0.081667739069167,  "feature\_147": 0.081909510962369,  "feature\_148": 0.081851946736089,  "feature\_149": 0.081648365555745,  "feature\_150": 0.081964472846536  },  …  …  …  …  …  ],  "schema": {  "fields": [  {  "name": "feature\_1",  "type": "float"  },  {  "name": "feature\_2",  "type": "float"  },  …  …  …  …  …  …  {  "name": "feature\_150",  "type": "float"  },  ],  "primaryKey": "id"  }  } |

# Tests

We have also prepared an integration test of the HinMine algorithm. The test runs the algorithm on the iris and sample data sets, both of which are available on the HBP Medical Github repository. To setup the testing environment, the following docker configuration was used:

|  |
| --- |
| ---  version: '2'  services:  db:  image: postgres:9.6.5-alpine  hostname: db  environment:  POSTGRES\_PASSWORD: test  wait\_dbs:  image: "waisbrot/wait"  restart: "no"  environment:  TARGETS: "db:5432"  TIMEOUT: 60  create\_dbs:  image: "hbpmip/create-databases:1.0.0"  restart: "no"  environment:  DB\_HOST: db  DB\_PORT: 5432  DB\_ADMIN\_USER: postgres  DB\_ADMIN\_PASSWORD: test  DB1: features  USER1: features  PASSWORD1: featurespwd  DB2: woken  USER2: woken  PASSWORD2: wokenpwd  depends\_on:  - db  sample\_data\_db\_setup:  image: "hbpmip/sample-data-db-setup:0.5.0"  container\_name: "data-db-setup"  restart: "no"  environment:  FLYWAY\_DBMS: postgresql  FLYWAY\_HOST: db  FLYWAY\_PORT: 5432  FLYWAY\_DATABASE\_NAME: features  FLYWAY\_USER: postgres  FLYWAY\_PASSWORD: test  depends\_on:  - db  woken\_db\_setup:  image: "hbpmip/woken-db-setup:latest"  container\_name: "woken-db-setup"  restart: "no"  environment:  FLYWAY\_DBMS: postgresql  FLYWAY\_HOST: db  FLYWAY\_PORT: 5432  FLYWAY\_DATABASE\_NAME: woken  FLYWAY\_USER: postgres  FLYWAY\_PASSWORD: test  depends\_on:  - db  hinmine-iris:  image: "hbpmip/python-jsi-hinmine:latest"  container\_name: "python-jsi-hinmine"  restart: "no"  environment:  NODE: job\_test  JOB\_ID: 1  IN\_JDBC\_DRIVER: org.postgresql.Driver  IN\_JDBC\_URL: jdbc:postgresql://db:5432/features  IN\_JDBC\_USER: features  IN\_JDBC\_PASSWORD: featurespwd  OUT\_JDBC\_DRIVER: org.postgresql.Driver  OUT\_JDBC\_URL: jdbc:postgresql://db:5432/woken  OUT\_JDBC\_USER: woken  OUT\_JDBC\_PASSWORD: wokenpwd  PARAM\_variables: "name"  PARAM\_covariables: "sepal\_length,sepal\_width,petal\_length,petal\_width"  PARAM\_grouping: ""  PARAM\_query: "SELECT name,sepal\_length,sepal\_width,petal\_length,petal\_width FROM iris"  PARAM\_meta: "{\"name\":{\"code\":\"name\",\"type\":\"string\"},\"sepal\_length\":{\"code\":\"sepal\_length\",\"type\":\"real\"},\"sepal\_width\":{\"code\":\"sepal\_width\",\"type\":\"real\"},\"petal\_length\":{\"code\":\"petal\_length\",\"type\":\"real\"}, \"petal\_width\":{\"code\":\"petal\_width\",\"type\":\"real\"}}"  PARAM\_MODEL\_normalize: "True"  PARAM\_MODEL\_damping: 0.85  links:  - "db:db"  hinmine-sample:  image: "hbpmip/python-jsi-hinmine:latest"  container\_name: "python-jsi-hinmine"  restart: "no"  environment:  NODE: job\_test  JOB\_ID: 2  IN\_JDBC\_DRIVER: org.postgresql.Driver  IN\_JDBC\_URL: jdbc:postgresql://db:5432/features  IN\_JDBC\_USER: features  IN\_JDBC\_PASSWORD: featurespwd  OUT\_JDBC\_DRIVER: org.postgresql.Driver  OUT\_JDBC\_URL: jdbc:postgresql://db:5432/woken  OUT\_JDBC\_USER: woken  OUT\_JDBC\_PASSWORD: wokenpwd  PARAM\_variables: "score\_test1"  PARAM\_covariables: "stress\_before\_test1,iq"  PARAM\_grouping: ""  PARAM\_query: "SELECT stress\_before\_test1,score\_test1,iq,cognitive\_task2,practice\_task2,response\_time\_task2,college\_math,score\_math\_course1,score\_math\_course2 FROM SAMPLE\_DATA"  PARAM\_meta: "{\"score\_test1\":{\"code\":\"score\_test1\",\"type\":\"real\"},\"stress\_before\_test1\":{\"code\":\"stress\_before\_test1\",\"type\":\"real\"},\"iq\":{\"code\":\"iq\",\"type\":\"real\"},\"cognitive\_task2\":{\"code\":\"cognitive\_task2\",\"type\":\"real\"},\"practice\_task2\":{\"code\":\"practice\_task2\",\"type\":\"real\"},\"response\_time\_task2\":{\"code\":\"response\_time\_task2\",\"type\":\"real\"},\"college\_math\":{\"code\":\"college\_math\",\"type\":\"real\"},\"score\_math\_course1\":{\"code\":\"score\_math\_course1\",\"type\":\"real\"},\"score\_math\_course2\":{\"code\":\"score\_math\_course2\",\"type\":\"real\"}}"  links:  - "db:db" |

When we launch the test suite, the output is as follows.

|  |
| --- |
| Starting the databases...  Creating network "tests\_default" with the default driver  Creating tests\_db\_1  Waiting for db:5432 ... up!  Everything is up  PLAY [localhost] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  TASK [Create the new database(s)"] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  changed: [localhost] => (item={'password': 'featurespwd', 'db': 'features', 'user': 'features'})  changed: [localhost] => (item={'password': u'wokenpwd', 'db': u'woken', 'user': u'woken'})  TASK [Create user(s)] \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  changed: [localhost] => (item={'password': 'featurespwd', 'db': 'features', 'user': 'features'})  changed: [localhost] => (item={'password': u'wokenpwd', 'db': u'woken', 'user': u'woken'})  PLAY RECAP \*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*  localhost : ok=2 changed=2 unreachable=0 failed=0  Initialise the databases...  2018/03/08 12:49:36 Waiting for: tcp://db:5432  2018/03/08 12:49:36 Connected to tcp://db:5432  Flyway 4.2.0 by Boxfuse  Database: jdbc:postgresql://db:5432/features (PostgreSQL 9.6)  Successfully validated 8 migrations (execution time 00:00.057s)  Creating Metadata table: "public"."schema\_version"  Current version of schema "public": << Empty Schema >>  Migrating schema "public" to version 1.0 - create  Migrating schema "public" to version 1.1 - churn  Migrating schema "public" to version 1.2 - iris  Migrating schema "public" to version 1.3 - dummy ldsm  Migrating schema "public" to version 1.4 - dummy federation  Migrating schema "public" to version 1.5 - synthetic datasets  Migrating schema "public" with repeatable migration Create view  Migrating schema "public" with repeatable migration Setup datasets linreg\_sample,churn,iris,desd\_synth,nida\_synth,qqni\_synth  Mar 08, 2018 12:49:37 PM eu.humanbrainproject.mip.migrations.R\_\_SetupValues migrate  INFO: Migrating dataset linreg\_sample...  Mar 08, 2018 12:49:37 PM eu.humanbrainproject.mip.migrations.R\_\_SetupValues migrate  INFO: Migrating dataset churn...  Mar 08, 2018 12:49:38 PM eu.humanbrainproject.mip.migrations.R\_\_SetupValues migrate  INFO: Migrating dataset iris...  Mar 08, 2018 12:49:38 PM eu.humanbrainproject.mip.migrations.R\_\_SetupValues migrate  INFO: Migrating dataset desd\_synth...  Mar 08, 2018 12:49:39 PM eu.humanbrainproject.mip.migrations.R\_\_SetupValues migrate  INFO: Migrating dataset nida\_synth...  Mar 08, 2018 12:49:39 PM eu.humanbrainproject.mip.migrations.R\_\_SetupValues migrate  INFO: Migrating dataset qqni\_synth...  Successfully applied 8 migrations to schema "public" (execution time 00:03.778s).  2018/03/08 12:49:40 Command finished successfully.  2018/03/08 12:49:43 Waiting for: tcp://db:5432  2018/03/08 12:49:43 Connected to tcp://db:5432  Flyway 4.2.0 by Boxfuse  Database: jdbc:postgresql://db:5432/woken (PostgreSQL 9.6)  Successfully validated 1 migration (execution time 00:00.008s)  Creating Metadata table: "public"."schema\_version"  Current version of schema "public": << Empty Schema >>  Migrating schema "public" to version 1.0 - create  Successfully applied 1 migration to schema "public" (execution time 00:00.220s).  2018/03/08 12:49:44 Command finished successfully.  Run the Hinmine algorithm on the iris dataset...  INFO:root:<module 'cf\_netSDM' from '/usr/local/lib/python3.6/site-packages/cf\_netSDM-0.0.2-py3.6.egg/cf\_netSDM/\_\_init\_\_.py'>  INFO:root:Creating label matrix...  INFO:root:Finished 0  INFO:root:Finished 100  INFO:root:Creating google matrix...  INFO:root:Google matrix created.  Run the Hinmine algorithm on the sample dataset...  INFO:root:<module 'cf\_netSDM' from '/usr/local/lib/python3.6/site-packages/cf\_netSDM-0.0.2-py3.6.egg/cf\_netSDM/\_\_init\_\_.py'>  INFO:root:Using default value of parameter normalize: True  INFO:root:Using default value of parameter damping: 0.85  INFO:root:Creating label matrix...  INFO:root:Finished 0  INFO:root:Finished 100  INFO:root:Creating google matrix...  INFO:root:Google matrix created.  Stopping the containers...  Stopping tests\_db\_1 ... done  Removing tests\_hinmine-sample\_run\_1 ... done  Removing tests\_hinmine-iris\_run\_1 ... done  Removing tests\_woken\_db\_setup\_run\_1 ... done  Removing tests\_sample\_data\_db\_setup\_run\_1 ... done  Removing tests\_create\_dbs\_run\_1 ... done  Removing tests\_wait\_dbs\_run\_1 ... done  Removing tests\_db\_1 ... done  Removing network tests\_default  Stopping the containers...  Removing network tests\_default  WARNING: Network tests\_default not found. |