For the first portion of the project, we decided to include Naïve Bayes and kNN within one test file to make it easier on runtime within the command prompt. The command line arguments, including algorithm type, k number (if applicable), and the path to the folder holding the train and test data, were all provided via args[] within the test class ‘classify’. In response to the data received, the algorithm of choice is able to run accordingly, provided that the parameters have been specified correctly to it via constructor.

The second task, the experimental portion, was completed through the use of the ScikitLearn libraries, in which we experimented with Support Vector Machines (SVM) [1] and Random Forest Classifiers (RFC) [2]. The entirety of this section was contained within one file of type .py, where one could choose what algorithm they wanted to employ on the data, as well as the source to where the data was coming from. Though most of the syntax for both algorithms had already been provided for us online (as shown in Works Cited), majority of the methods had needed heavy modification in order to be able to receive a zip file as input and loop through the collection of files within them. The functions, which had consisted of a dictionary builder, and various forms of a feature extractor, were used hand in hand to provide the model something to work with within both algorithms. To accomplish this, the test labels within the SVM condition had to be resized in order to meet the demands of our dataset, as opposed to that which the original authors had used (which was 360 data points in size). In addition, a few libraries which had not made their way into the code before had to be brought to light, for the reason that accuracy\_score and confusion\_matrix (which the tutorial’s had originally used) were undefined in their own nature.

As far as the efficiency of these algorithms go, we found SVM to be the slowest (followed by RFC), due to the fact that larger datasets typically have a negative impact on how quickly the classification tasks can be performed. The fastest algorithm, Naïve Bayes, was largely owed to it being much more adept to larger bodies of data, as opposed to kNN, which is generally quicker if and only if the dataset is minute in scale.

With regards to the results of the algorithms as a whole,

|  |  |
| --- | --- |
| *Algorithm* | *Accuracy on the Test Set* |
| *Naïve Bayes* | \_\_\_\_ % |
| *k-NN* | k=1 \_\_\_\_ %  k=3 \_\_\_\_ %  k=5 \_\_\_\_ %  k=19 \_\_\_\_ % |
| *Support Vector Machines* | 98% |
| *Random Forest Classifiers* | 94% |
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