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**ABSTRACT**

Attributed to the omnipresence of the radio signals for communications, sensing and recognition utilizing the Wi-Fi signals has significant advantage in terms of accessibility over conventional sensing means such as the camera. However, utilizing the raw Wi-Fi signals to capture in-air handwritten signatures for identity verification is yet a challenging task. In this paper, we propose a system for identity verification based on the handwritten signature signals captured by the Wi-Fi Channel State Information (CSI). A triplet network is adopted to learn the correlation between the captured signals and the user identities. To facilitate a fast converging loss model, a kernel and the range space learning is initially adopted for mining the triplet inputs. Subsequently, the triplet network is trained on a ConvNet structure based on the mined triplet inputs. Our experiments on a Wi-Fi dataset collected in-house show encouraging verification accuracy with faster training loss convergence comparing with that of the baseline triplet network and the Siamese network.
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# INTRODUCTION

Over recent years, several behavioral biometric traits have attracted attention in view of their rigid physical body independence. Among these behavioral biometrics, the signature-based user authentication [1, 2, 3] has attracted considerable interest with the development of in-air signature recognition systems [4, 5, 6, 7]. With the help of sensors such as the depth camera [4, 5] or a mobile sensor [6], the in-air signature recognition system has lower the spatial constraint in the process of signature acquisition comparing with contact-based authentication systems [8, 9, 10].

Recently, the commercial Wi-Fi device has been adopted for in-air signature authentication due to its easy accessible property [7]. Based on the distortion of the Wi-Fi CSI signal according to the user’s gestures, the in-air signature recognition system showed reasonable user verification performance [7]. More recently, some studies attempted to implement the deep learning algorithms in Wi-Fi signal-based user authentication systems to improve the verification performance [11, 12].

In this paper, we utilize a deep triplet network for identity verification based on the Wi-Fi CSI signature signal. To achieve not only the desired verification accuracy but also a fast training speed, we adopt the kernel and the range (KAR) space learning [13, 14, 15, 16] in order to mine the distinctive triplet inputs. Subsequently, the triplet network which utilizes the ConvNet [17] structure as a feature extractor is trained based on the L2 distance comparison.

The main contributions of our work can be summarized as follows:

* Proposal of a system for identity verification based on the Wi-Fi handwritten signature signals using a deep triplet network.
* Adopted the kernel and the range (KAR) space learning in order to mine the distinctive triplet inputs which boosted the convergence speed of the training loss in the triplet network.
* Provision of an experimental study using a Wi-Fi handwritten signature dataset which was collected in-house based on 50 subjects.

The paper is organized as follows: related works including the triplet network and KAR space learning are introduced in Section 2 for immediate reference. Our proposed method is discussed in Section 3. Section 4 describes our experimental results and analysis. Some concluding remarks are given in Section 5.

# Related works

## Triplet network

The triplet network is considered a metric learning based model which aims to learn useful representations by means of distance comparison [18]. It is often seen in person re-identification [19, 20, 21, 22] where the individual identities are matched based on discriminative image features. The main difference between person identification and re-identification is that the later is a more challenging task where images of the same person taken from different cameras or under different occasions are to be associated. In order to address our challenging Wi-Fi based verification task, we adopt a triplet network which optimizes the input data space so that data points with the same identity are closer to each other than those with different identities [23].

The triplet network receives triplet pairs of data as its input. These data triplets are constructed based on a combination of the input data. Since not all triplet samples contribute to the desired classification, recent attention has been paid to the choice of relevant input pairs for training. In order to optimize the training process which utilizes only some parts of the triplet pairs, several researches [20, 21, 22] generated triplets from a small number of classes (persons) in each iteration. In [24], a triplet mining process was implemented to speed up the training convergence. They utilized a large mini-batch at each training iteration and selected the triplets based on network training instead of random sampling. However, this strategy needed a few thousands of exemplar mini-batches in every training iteration for triplet pairs selection. This results in a heavy computational load in training. In order to make use of the small sample training size as well as to speed up the triplet training process, we adopt the kernel and the range space method for the learning.

## Kernel and the range space learning

Generally, the multilayer feedforward neural networks is trained based on the gradient descent method via backpropagation [25]. However, setting the learning parameters such as the learning rate and the learning momentum is a time consuming task.

Recently, a gradient-free learning framework based on the kernel and the range (KAR) space manipulation has been developed for multilayer network learning [13, 14, 15, 16]. The learning method is grounded on linear algebra without needing any training iteration.

Given training samples. Let denotes the training data set and denotes the network output. Then the multilayer neural network can be written as follows:

(1)

where ,, are the network weight matrices, is the bias vector, and is the activation function. By adopting an one-hot encoded target , training of the weight matrices using the KAR space method [16] can be computed as follows:

= 1,…,n. (2)
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## References and Citations
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## Subsections

The heading of subsections should be in Times New Roman 12-point bold with only the initial letters capitalized. (Note: For subsections and subsubsections, a word like *the* or *a* is not capitalized unless it is the first word of the header.)

### Subsubsections

The heading for subsubsections should be in Times New Roman 11-point italic with initial letters capitalized and 6-points of white space above the subsubsection head.

#### Subsubsections

The heading for subsubsections should be in Times New Roman 11-point italic with initial letters capitalized.

#### Subsubsections

The heading for subsubsections should be in Times New Roman 11-point italic with initial letters capitalized.
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