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**ABSTRACT**

Attributed to the omnipresence of the radio signals for communications, sensing and recognition utilizing the Wi-Fi signals has significant advantage in terms of accessibility over conventional sensing means such as the camera. However, utilizing the raw Wi-Fi signals to capture in-air handwritten signatures for identity verification is yet a challenging task. In this paper, we propose a system for identity verification based on the handwritten signature signals captured by the Wi-Fi Channel State Information (CSI). A triplet network is adopted to learn the correlation between the captured signals and the user identities. To facilitate a fast converging loss model, a kernel and the range space learning is initially adopted for mining the triplet inputs. Subsequently, the triplet network is trained on a ConvNet structure based on the mined triplet inputs. Our experiments on a Wi-Fi dataset collected in-house show encouraging verification accuracy with faster training loss convergence comparing with that of the baseline triplet network and the Siamese network.
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# INTRODUCTION

Over recent years, several behavioral biometric traits have attracted attention in view of their rigid physical body independence. Among these behavioral biometrics, the signature-based user authentication [1, 2, 3] has attracted considerable interest with the development of in-air signature recognition systems [4, 5, 6, 7]. With the help of sensors such as the depth camera [4, 5] or a mobile sensor [6], the in-air signature recognition system has lower the spatial constraint in the process of signature acquisition comparing with contact-based authentication systems [8, 9, 10].

Recently, the commercial Wi-Fi device has been adopted for in-air signature authentication due to its easy accessible property [7]. Based on the distortion of the Wi-Fi CSI signal according to the user’s gestures, the in-air signature recognition system showed reasonable user verification performance [7]. More recently, some studies attempted to implement the deep learning algorithms in Wi-Fi signal-based user authentication systems to improve the verification performance [11, 12].

In this paper, we utilize a deep triplet network for identity verification based on the Wi-Fi CSI signature signal. To achieve not only the desired verification accuracy but also a fast training speed, we adopt the kernel and the range (KAR) space learning [13, 14, 15, 16] in order to mine the distinctive triplet inputs. Subsequently, the triplet network which utilizes the ConvNet [17] structure as a feature extractor is trained based on the L2 distance comparison.

The main contributions of our work can be summarized as follows:

* Proposal of a system for identity verification based on the Wi-Fi handwritten signature signals using a deep triplet network.
* Adopted the kernel and the range (KAR) space learning in order to mine the distinctive triplet inputs which boosted the convergence speed of the training loss in the triplet network.
* Provision of an experimental study using a Wi-Fi handwritten signature dataset which was collected in-house based on 50 subjects.

The paper is organized as follows: related works including the triplet network and KAR space learning are introduced in Section 2 for immediate reference. Our proposed method is discussed in Section 3. Section 4 describes our experimental results and analysis. Some concluding remarks are given in Section 5.

# Related works

## Triplet network

The triplet network is considered a metric learning based model which aims to learn useful representations by means of distance comparison [18]. It is often seen in person re-identification [19, 20, 21, 22] where the individual identities are matched based on discriminative image features. The main difference between person identification and re-identification is that the later is a more challenging task where images of the same person taken from different cameras or under different occasions are to be associated. In order to address our challenging Wi-Fi based verification task, we adopt a triplet network which optimizes the input data space so that data points with the same identity are closer to each other than those with different identities [23].

The triplet network receives triplet pairs of data as its input. These data triplets are constructed based on a combination of the input data. Since not all triplet samples contribute to the desired classification, recent attention has been paid to the choice of relevant input pairs for training. In order to optimize the training process which utilizes only some parts of the triplet pairs, several researches [20, 21, 22] generated triplets from a small number of classes (persons) in each iteration. In [24], a triplet mining process was implemented to speed up the training convergence. They utilized a large mini-batch at each training iteration and selected the triplets based on network training instead of random sampling. However, this strategy needed a few thousands of exemplar mini-batches in every training iteration for triplet pairs selection. This results in a heavy computational load in training. In order to make use of the small sample training size as well as to speed up the triplet training process, we adopt the kernel and the range space method for the learning.

## Kernel and the range space learning

Generally, the multilayer feedforward neural networks is trained based on the gradient descent method via backpropagation [25]. However, setting the learning parameters such as the learning rate and the learning momentum is a time consuming task.

Recently, a gradient-free learning framework based on the kernel and the range (KAR) space manipulation has been developed for multilayer network learning [13, 14, 15, 16]. The learning method is grounded on linear algebra without needing any training iteration.

Given training samples. Let denotes the training data set and denotes the network output. Then the multilayer neural network can be written as follows:

(1)

where ,, are the network weight matrices, is the bias vector, and is the activation function. By adopting an one-hot encoded target , training of the weight matrices using the KAR space method [16] can be computed as follows:

= 1,…,n. (2)

# Proposed System

In this section, we propose an identity verification system based on the Wi-Fi in-air handwritten signature (which will be called Wi-Fi signature hereafter) using the triplet network [18]. Fig.1 shows an overview of the proposed system utilizing the kernel and the range (KAR) space learning [14, 16] for mining the triplet inputs. Essentially, the KAR space projection learning is utilized to learn the triplet input data by mining those hard positive and the hard negative samples from each of the given anchor sample (see item (a) in Fig. 3). The hard positive and the hard negative samples refer to positive and negative class samples which are likely to be misclassified by the network. Subsequently, the ConvNet structure in the triplet network (see item (b) in Fig. 3) is trained with the mined triplet data based on a triplet loss function using the L2 distance comparison (see item (c) in Fig. 3). The following subsections describe the details of the triplet mining using KAR space learning and the triplet network.

## Triplet mining using the kernel and the range space learning
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The network receives a triplet set of data as its inputs. These triplet data consist of the reference data (will be called anchor samples hereafter) and the corresponding positive class data (same class with that of the anchor) and the negative class data (different class from that of the anchor). The goal of the triplet network is to position the feature vectors with appropriate separation space by putting the positive samples close to the anchor sample while keeping the negative sample away from the anchor sample.

According to [24], it is important to select the hard positive samples and the hard negative samples with reference to the given anchor sample for fast loss convergence when training the triplet network. A hard positive sample is defined as a sample whose distance to the anchor sample is large (which is most likely to be misclassified as a negative sample). On the other hand, a hard negative sample is defined as a sample whose distance to the anchor sample is small (which is most likely to be misclassified as a positive sample). However, from the raw data, there is no information regarding whether a sample is considered hard positive or hard negative before we train the network.

In this work, we propose to adopt the kernel and the range (KAR) space learning (see Section 2.2 for details) as a pretraining network to mine the hard positive/negative samples from the given anchor sample. Since the KAR space learning has no iterative learning process, we can mine the triplet samples without using the time consuming backpropagation training process.

By training the network with the single shot KAR space learning, we can map the distance among the samples by using the output vector of the KAR space network. Given a set of training data which is packed in matrix , the network output can be written as:

(3)

After training based on the KAR space projection, the given anchor sample can be used as the reference to decide whether the network output of a sample is far away from this anchor sample. In other words, a hard positive sample and a hard negative sample with respect to the anchor sample can each be determined based on:

(4)

(5)

where and respectively denote the thresholds that determine whether a sample is hard positive or hard negative. Since the hardest samples are likely to be outliers which can degrade the training process of the triplet network, we empirically set the at 75 percentile of the distance and at 25 percentile of the distance. The final set of and samples is randomly selected based on equations (4) and (5).

## The ConvNet structure

The next step is to design a feature extractor which converts the triplet input data into feature vectors. In this work, we utilize the ConvNet structure [17] as a feature extractor since the three dimensional data format of our preprocessed input signal can be regarded as an image data format with multiple channels.

Our ConvNet design (item (b) in Fig 3) consists of three convolutional layers and one fully-connected layer. The number of convolutional filters to be trained in each layer is empirically chosen as , with fixed filter size of , each of stride 1. The Rectified Linear (ReLU) activation function and the Max-pooling layer are applied between each convolutional layer. Subsequently, the extracted features from the last convolutional layer are flattened into a vector before feeding into the fully-connected network. The output vectors from the fully-connected layer are finally transformed using the sigmoid function followed by a normalization.

## The triplet loss

The triplet loss function was first seen in [18] for training the triplet network. For the network input , an anchor sample is randomly selected among the training data set. The positive and negative samples (respectively and ) are then determined and being selected for training the ConvNet based on the feature vectors , for i=1,...,N. The triplet loss function is formulated based on a summation of the difference between the positive distance (the distance between the anchor vector and the positive vector) and the negative distance (the distance between the anchor vector and the negative vector) as follows:

(5)
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# Experiments

## Dataset

In order to evaluate the verification performance of the proposed system, the Wi-Fi CSI signature dataset [7] is utilized in our experiments. The Wi-Fi CSI signature dataset consists of 2000 Wi-Fi CSI signature signals (4 directions 10 samples 50 identities) with sample size 500306. We utilize only the absolute value from each complex CSI signal in our experiments.
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