第一次用pytroch有點手忙腳亂，加上這次作業只給了六天，扣掉其他課作業花的時間後大概剩個兩天吧，幸好BERT不用自己從頭train不然一定來不及，雖然對於bert的原理還沒有很了解，不過把資料處理成模型可以吃的格式後，import一下transformers的BertSequenceClassifier就差不多萬事ok啦，就是betch要自己處理實在是很麻煩，tensor跟cuda丟來丟去整個眼花，然後我就直接放棄讓他一筆一筆跑到天荒地老了☺。