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ABSTRACT

Discovering novel drug candidate molecules is one of the most fundamental and
critical steps in drug development. Generative deep learning models, which cre-
ate synthetic data given a probability distribution, have been developed with the
purpose of picking completely new samples from a partially known space. Gen-
erative models offer high potential for designing de novo molecules; however, in
order for them to be useful in real-life drug development pipelines, these mod-
els should be able to design target-specific molecules, which is the next step in
this field. In this study, we propose a novel generative system, DrugGEN, for
the de novo design of drug candidate molecules that interact with selected tar-
get proteins. The proposed system represents compounds and protein structures
as graphs and processes them via serially connected two generative adversarial
networks comprising graph transformers. DrugGEN is implemented with five
independent models, each with a unique sample generation routine. The system
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is trained using a large dataset of compounds from ChEMBL and target-specific
bioactive molecules, to design effective and specific inhibitory molecules against
the AKT1 protein, which has critical importance for developing treatments against
various types of cancer. On fundamental benchmarks, DrugGEN models have
either competitive or better performance against other methods. To assess the
target-specific generation performance, we conducted further in silico analysis
with molecular docking and deep learning-based bioactivity prediction. Results
indicate that de novo molecules have high potential for interacting with the AKT1
protein structure in the level of its native ligand. DrugGEN can be used to design
completely novel and effective target-specific drug candidate molecules for any
druggable protein, given target features and a dataset of experimental bioactivi-
ties. Code base, datasets, results and trained models of DrugGEN are available at
https://github.com/HUBioDataLab/DrugGEN.

1 Introduction

The development of a new drug is a long-term and costly process. It entails the identification of
bioactive compounds against predefined biomolecular targets as one of its initial and most important
steps. With the advancements in high-throughput screening technology, simultaneous screening of
tens of thousands of compounds is quite achievable. However, it is still not possible to analyze the en-
tirety of the chemical and biomolecular spaces due to their huge sizes [1], which usually prevents the
discovery of the best candidate molecules. The majority of the identified “non-ideal” drug candidates
fail in later stages of the development process, such as clinical trials, due to high toxicity or low
efficacy, which is the primary reason for the low success rates lately observed in drug development [2].

The structural diversity of small-molecule drugs discovered so far is relatively low. Consequently,
they can only target biomolecules within a limited structural framework [3]. This is also partly
valid for bioactive molecule datasets presented in open-access repositories such as ChEMBL [4]
and PubChem [5]. Thus, there is a need for truly novel, i.e. structurally diverse, small molecule
drug candidates to target understudied proteins in the human proteome, including their clinically
significant variants [6]. Within the enormous theoretical space of possible small molecules, the size
of which is estimated to be around 1060, molecules that can effectively and specifically target each
druggable biomolecule may exist [7]. The main challenge here is identifying the correct molecular
structures within this unexplored space. For this, an approach called "de novo drug design" is
used, the purpose of which is to design new candidate molecules without using a starting structural
template, especially to target biomolecules that could not be effectively targeted by the currently
available structures [8].

To address problems associated with conventional drug design, such as long development durations,
high costs, and a high number of unknown variables regarding the efficacy and safety of the designed
compounds, AI-driven methods, e.g., deep generative modeling, are starting to penetrate the field of
drug design. One of the first generative modeling architectures to be used in de novo molecule design
was variational autoencoders (VAE) [9]. In a VAE-based molecule generation method developed
by Gomez-Bombarelli et al., the encoding network transforms the discrete SMILES expressions of
molecules into real-valued continuous vectors, while the decoder reconstructs SMILES from this
continuous space. The predictive network added to the system guides the decoder by predicting
properties such as drug-likeness and synthetic accessibility of the representations in the latent space
[10]. Another generative modeling architecture called Generative Adversarial Networks - GAN [11],
which was originally developed for image analysis, has been employed to design de novo molecules.
GANs are trained via a battle between generator and discriminator networks in a zero-sum-game,
where each agent tries to beat the other one by performing better at each move. The model called
MolGAN uses a multilayer perceptron-based generator and graph convolutional discriminator to
handle the molecule generation process [12]. This method was one of the first studies to implement
GANs for de novo drug design. With the aim of rendering the generation process more efficient, a
following study set the training objective as predicting the masked node and edge labels on molecular
graphs, which enhanced the generation of novel molecules [13].
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Deep generative models have also been used to design molecules with desired properties. This
has mostly been achieved by conditioning the model training and/or the prediction procedure(s).
Most of the models developed so far have utilized condition vectors as a tool for property injection
into the generative process. In many cases, this was done to condition the generated molecules to
have drug-like properties. VAEs [14, 15, 16], GANs [17, 12, 18] and sequence based (language)
models [19, 20, 21, 22] have been used for molecule generation tasks, in this regard. Reinforcement
learning (RL) has also been used for this purpose, with reward-penalty functions guiding models
towards desired molecular characteristics in the respective latent space. [20, 23, 24]. This approach
results in optimized molecule production; however, obtaining drug-like de novo molecules is not
sufficient to yield desired activities against biomolecular targets. One of the fundamental objectives
in drug design is to come up with small molecules that will selectively interact with the desired target.
Although there are a few recent studies that present prototype models [25, 26, 27, 28, 29, 30, 31, 32],
AI-driven target-specific drug design is a highly novel and under-studied field with a great potential
to contribute to rational drug design. Incorporating protein features into the process of molecule
generation is the most sensible way of designing targeted molecules, which is the approach adopted
in conventional structure-based drug design. However, achieving this task in AI-driven de novo
design is difficult, mainly due to the extremely high complexity of the interactions between small
molecules and target proteins.

In this study, we propose DrugGEN, a new de novo drug design system, an end-to-end framework, that
generates target-specific small molecules using GANs, transformers [33] and graph representation
learning [34]. DrugGEN is composed of two serially connected GANs, in which graph transformer
encoder and decoder modules learn the representation of both small molecule ligands and target
proteins, and generate novel structures for the given target, in the format of molecular graphs. The
first GAN module of DrugGEN (GAN1) aims to learn the distributions of fundamental properties
(e.g., physicochemical and topological properties) of real molecules from the given data to generate
new drug-like small molecules that are valid and stable. The generator network of the second GAN
(GAN2-generator) takes the de novo molecules generated by GAN1 and processes them together with
protein feature graphs. The output of GAN2-generator are compared with the known (real) bioactive
ligands (inhibitors) of the selected target protein in GAN2-discriminator, to learn the structural
distribution of those real inhibitors. This approach is essential for transforming de novo generated
molecules into ligands that interact with the selected target. Different variations of the DrugGEN
model were constructed and evaluated, in terms of both the generation efficiency and the properties
of the output molecules. With the aim of evaluating DrugGEN in a use-case, we generated de novo
inhibitors for the AKT1 protein, which is critically important to develop effective treatments against
certain types of cancer [35].

2 Methods

2.1 Data

To train our deep generative models, three different types of data (i.e., compounds, proteins, and
bioactivities) were retrieved from different data sources. The compound dataset, which includes
atomic, physicochemical, and structural properties of drug and drug candidate molecules, was
used as the input of our models (for both the GAN1 and GAN2 modules) as our “real” samples.
The compound dataset we utilized in this study was retrieved from ChEMBL [4], which is a
chemistry database containing curated high-quality data regarding drug-like small molecules and
their experimentally measured activities on biological targets. We employed ChEMBL v29 which is
composed of a total of 1,914,648 small molecules. The heavy atom distribution histogram of the
ChEMBL dataset is given in Figure S1, which is used to determine the threshold for the maximum
number of heavy atoms in the compounds in our model. Based on the median value and standard
deviation of this distribution, we created the ChEMBL compound dataset composed of 1,588,865
small molecules with a maximum number of 45 heavy atoms.

We utilized biological assemblies [36] obtained from the Protein Data Bank (PDB) [37] as our
protein dataset. There are 57,925 biological assembly models in PDB, in total. Here, we only
obtained the models that belong to our target protein, namely RAC-alpha serine/threonine-protein
kinase (gene name: AKT1), a member of the non-specific serine/threonine protein kinase class (EC
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number: 2.7.11.1). The human protein kinase AKT mainly has two domains, which are kinase and
pleckstrin homology (PH) (Figure S2) [38]. We constructed the AKT1 protein feature vector (see
section 2.2) using the kinase domain structure (PDB id: “4GV1” [39]) since the main ligand binding
region lies within this domain.

The third and final data type to be used in DrugGEN system training is experimental bioactivities,
which is based on quantitative measurements of physical interactions between drug-like compounds
and their target proteins. The bioactivity data was retrieved from the ChEMBL database. We
applied various filters for standardization, such as target type: “single protein”, assay type: “binding
assay”, standard type: “=” and pChEMBL value: “not null” (i.e., curated activity data points). Then,
bioactivity data belonging to the AKT1 target protein were selected from the filtered bioactivity
dataset. The finalized dataset contains ligand interactions of the human AKT1 (CHEMBL4282)
protein with a pChEMBL value equal to or greater than 6 (i.e., IC50 <= 1 µM) as well as SMILES
notations of these ligands. This activity dataset was extended by including drug molecules from the
DrugBank database [40] that are known to interact with human AKT1 protein. With the filtering of
molecules with sizes exceeding 45 heavy atoms, a total of 1,600 bioactivity data points, which also
means 1,600 small molecule ligands, were obtained for the training of AKT1-specific generative
models.

2.2 Featurization

DrugGEN utilizes graph representations of input molecules, each composed of two parts; an
annotation matrix (contains information about the atom types) and an adjacency matrix (contains
information about the presence of atomic bonds/interactions and their types). The annotation and
adjacency matrices of the compounds were created using the RDKit [41] library based on the
SMILES notations of the molecules. The annotation matrix of the compounds in the ChEMBL
dataset is a matrix with the size 45*13, based on 12 types of atoms (atom types: C, O, N, F, K, S, B,
P, Br, Ca, Cl, As) and one for the null (i.e., no atoms) case. The number of rows of the matrix: 45,
defines the maximum length (the number of heavy atoms) of the molecule to be generated, while
the number of columns: 13, defines the atom types. The extra (13th) column was included for the
cases where no atoms are to be included in that position in the molecule (i.e., the “null” atom). The
adjacency matrix is a 45*45*5 dimensional matrix that displays whether there are covalent bonds
between the atoms of the molecule (0th: no bond, 1st: single, 2nd: double, 3rd: triple, and 4th:
aromatic).

Since proteins are much larger in size and more complex compared to small molecules, presenting
the structural information of a whole protein to the generative model would significantly increase
the computational complexity and add noise to the system, which in turn would make it difficult to
train an accurate model. In order to overcome this problem, we generated protein features by solely
using functionally important regions of proteins, the binding sites/regions. To construct the binding
sites of proteins, we employed the coordinates (on the 3-D plane) of protein-ligand complexes,
obtained from PDB. In DrugGEN, target proteins are defined at the atomic level, with the aim of
constructing their features at the same level as compounds. The atom types are standardized by
converting the data from the PDB file format to the PDBQT file format, which contains reduced
atom types. Also, hydrogen atoms have been added to proteins to mimic their active forms in nature.
For these operations, protein and ligand processing scripts within the AutoDockTools4 [42] were
used. To determine which atoms of the protein are to be included in the binding site feature vector, a
cut-off distance between protein and ligand atoms was determined, using Euclidean distances. This
value was selected as 9 Angstroms (A), based on the literature [43]. Thus, the atoms of a protein
within a maximum distance of 9 A from all ligand atoms were recorded as its binding site. Figure S3
displays the constructed binding region of the AKT1 protein kinase domain structure.

In protein adjacency matrices, both covalent bonds and non-covalent interactions between
atoms are included, with the aim of expressing the structure in a precise manner. The
PDBeChem web service (https://www.ebi.ac.uk/pdbe-srv/pdbechem/) was used to define
the covalent bonds between atoms in the binding site. The Python library Interfacea
(https://github.com/JoaoRodrigues/interfacea/tree/master) was used to define the types of non-covalent
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interactions, both between atoms in the same residue and between inter-residue atoms. As a result, a
450*8-sized protein annotation matrix containing a total of 450 atoms belonging to 7 types (i.e., C:
aliphatic carbon, N: non H-bonding nitrogen, OA: acceptor 2 H-bonds oxygen, A: aromatic carbon,
SA: acceptor 2 H-bonds sulphur, NA: acceptor 1 H-bond Nitrogen, HD: donor 1 H-bond hydrogen)
and 1 additional type to account for the absence of atoms (the null case), was constructed for AKT1.
Within the adjacency matrix, there are 4 types of covalent bonds and 6 types of non-covalent bonds
(i.e., covalent: single, double, triple, and aromatic; non-covalent: ionic, hydrogen bond, cation-pi,
hydrophobic, pi-stacking, and t-stacking). Again, an extra dimension is used for the “no bond” case.
The finalized adjacency matrix has the size of 450*450*11.

2.3 Architecture of DrugGEN

The DrugGEN model is built on Generative Adversarial Network (GAN) [11] architecture and took
inspiration from the StackGAN [44] model to create a two-fold system. DrugGEN has 5 model
variations each with its unique sample generation routine, below we define the default DrugGEN
model (called DrugGEN-Prot) and its construction mechanism. Other model variations are defined in
detail at Section 2.6. Figure 1 shows the overall workflow of the DrugGEN system. At the first stage
(GAN1), given a random noise z, generator G1 (a graph transformer encoder) creates annotation
and adjacency matrices of a supposed molecule (Figure 1A). These matrices are then fed to the
discriminator network D1 together with the real small molecules, to assign them to the groups of
“real” and “fake” (Figure 1B).

At the second stage (GAN2), annotation and adjacency matrices of de novo molecules generated by
G1 are given to the second generator, G2 (which is a graph transformer decoder) as G1(z) (i.e., Q,
V and Am vectors in Figure 1C). In addition to G1(z), target proteins’ annotation and adjacency
matrices are also given to the model (K and Ak vectors, respectively, in Figure 1C). As a result, the
finalized de novo generated molecule is the output of the function G2(G1(z),K,Ak). D2 takes the
real inhibitor molecules that are experimentally shown to inhibit the selected target protein, together
with the output of G2 (Figure 1D) as its input and distinguishes them from each other. The details of
each module are provided below.

GAN1 Generator: The generator module employs the transformer encoder architecture [33] and
operates on graphs-based data [45]. For this both the annotation and adjacency matrices are required
to be processed in the same module. The annotation matrix contains the information regarding types
and number of atoms in the molecule. The adjacency matrix represents the bonds between the atoms
in the molecule, i.e., the edges in the graph. A molecular graph is considered as: G = (V,E) ; given
that V is the set of nodes and E is the set of edges representing connection between nodes. Each
node can be indexed as vi ∈ V with i = 1, . . . , n. A connection between two nodes is defined as Ei, j
= 0, . . . , n. Each node and edge label is described in Section 2.2. We define the adjacency matrix A
as Ai, j = 0,...,4 (according to the type of edge -bond- between the respective vertices -atoms-, or
lack thereof). We define the annotation matrix N as Ni = 0,...,12 (according to the type of vertices
-atoms-, or lack thereof). We used a maximum length of 45 heavy atoms in our molecules which
necessitates our molecular graph size to be 45*13. Details regarding the dimensions and the context
of annotation and adjacency matrices are given in Section 2.2.

The input (composed of noise) are fed through individual MLPs for annotation and adjacency matrices,
both of which consists of four layers (i.e., input: 16, 2 hidden: 64 each, and output: 128 dimensions).
In summary, MLPs are utilized to create embedings of annotation and adjacency matrices with dk
(default: 128) dimensions. Afterward, the input is fed to the transformer encoder module, that has a
depth of 8 encoder layers with 8 multi-head attention heads for each. Here, firstly, input is processed
in layer normalization and then sent to the self attention mechanism. In the classic transformer
architecture, Q, K and V variables are the representations of the same input sequence. Attention
is calculated by the scaled dot product of Q and K, after that, the attention is multiplied by V to
form the final product [33]. In the graph transformer setting, Qm1 , Km1 and Vm1 are the variables
representing the annotation matrix of the molecule. However, here, attention weights are calculated as
the multiplication of the adjacency matrix (Am1 ) of the molecules with the scaled dot product of Qm1

and Km1
. Then, attention weights are multiplied with Vm1

to create the final representation of the
annotation matrix. The new representation of the adjacency matrix is the concatenated version of the
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Figure 1: (A) Generator (G1) of the GAN1 consists of an MLP and graph transformer encoder
module. The generator encodes the given noise input into a new representation; (B) the MLP-based
discriminator (D1) of GAN1 compares the generated de novo molecules to the real ones in the
training dataset, scoring them for their assignment to the classes of “real” and “fake” molecules; (C)
Generator (G2) of GAN2 makes use of the transformer decoder architecture to process target protein
features and GAN1 generated de novo molecules together. The output of the generator two (G2) is
the modified molecules, based on the given protein features; (D) the second discriminator (D2) takes
the modified de novo molecules and known inhibitors of the given target protein and scores them for
their assignment to the classes of “real” and “fake” inhibitors.

attention weights as described in the study by Dviwedi et al. (2020) and Vignac et al. (2022)[45, 46].
For our default model, output dimension size of the transformer is 128 for both the annotation and
adjacency. The calculation of the attention mechanism is formulated below:

Attentionm1(Qm1 ,Km1 , Vm1) = softmax(
Qm1

KT
m1√

dk
Am1)Vm1 (1)

In this equation Qm1
, Km1

, and Vm1
denote the annotation matrix of the molecules while Am1

denotes their adjacency matrix. dk is the dimension of the transformer encoder module and it is used
to scale the attention weights.

The reason for multiplying attention with the adjacency matrix is to ensure the contribution of
adjacency to attention weights. After the final products are created in the attention mechanism, both
the annotation and adjacency matrices are forwarded to layer normalization. Normalized matrices are
summed with the initial matrices (the ones before forwarding to the attention mechanism), to create a
residual connection. Finally, these matrices are fed to separate feedforward layers, which concludes
the processing of the annotation and adjacency matrices.

GAN2 Generator: The second generative network modifies molecules that were previously gener-
ated by GAN1, with the aim of generating binders for the given target protein. G2 module utilizes
the transformer decoder architecture [33]. The transformer decoder module has a depth of 8 decoder
layers and uses 8 multi-head attention heads for each. For our default model, both the input and output
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dimension sizes of the transformer decoder are 128. DrugGEN’s graph transformer decoder network,
G2, takes both G1(z), which is data generated by G1, and the protein features as input (Figure 1C).
Protein self attention is calculated in the transformer decoder module as described in equation 1 for
molecules. Interactions between molecules and proteins are processed inside the multi-head attention
module of the transformer decoder. Here, molecules and protein features are multiplied via taking
their scaled dot product, and thus, new molecular matrices are created. The attention is calculated as
shown in the formula below:

Attentionm2(Qm2 ,Kp, Vm2) = softmax(
Qm2K

T
p√

dk
(ApAm2))Vm2

(2)

In this equation, Qm2
and Vm2

denote the annotation matrix of the molecules, while Kp denotes
the annotation matrix of the protein. Superscript T denotes the transpose function. Ap and Am2

correspond to the representation of protein and molecule adjacency matrices, respectively. dk is
the dimension of the transformer decoder module used to scale attention weights. Apart from the
attention mechanism, further processing of the molecular matrices follows the same workflow as the
transformer encoder in G1. The output molecules of this module are the final products of DrugGEN
and are forwarded to D2.

GAN1 and GAN2 Discriminators: The purpose of the discriminator in GANs is to compare the
synthetic (or fake) data, G(z), generated by the generator with the real data, x, and classify its input
samples as fake or real. Both of the discriminators in DrugGEN (Figure 1B and 1D) are constructed
using MLP, and they take their input as flat, one dimensional vectors. These vectors are created by
concatenating the flattened versions of the annotation and adjacency matrices. GAN1 and GAN2
discriminators do not share parameters; however, they have the same modularity and size. The sizes
of the layers in both MLP discriminators are 256, 128, 64, 32, 16, 1, respectively, from input to
output. The last layer ends with a single neuron and a tanh activation function to map each sample
to a value between [-1,1]. A theoretically perfect discriminator should map a real molecule to 1 and a
generated molecule to -1.

2.4 Loss function

DrugGEN utilizes the WGAN loss in model training [47]. Since DrugGEN is composed of two
GANs, losses of these two networks are combined with each other. We reformulated the WGAN loss
for end-to-end training of a two-stage GAN system, and the formula below is obtained:

L = (Ex∼pr(x)[D1(x)]−Ez∼pg(z)[D1(G1(z))])

+(Ex̃∼pr(x̃))[D2(x̃)]

−EK∼pg(K)[D2(G2(G1(z), (Kp, Ap))])

(3)

where x denotes real molecules that has been used in the first discriminator of DrugGEN, obtained
from ChEMBL, DrugBank; x̃ denotes the real molecules, which interact with the selected target
proteins, used in the second discriminator of DrugGEN; z denotes the noise distribution, the input
of the first generator of DrugGEN; Kp denotes the annotation matrix and Ap denotes the adjacency
matrix of the protein; pr denotes real data distribution and pg generated data distribution. It has been
shown in the literature that using gradient penalty (GP) improves the performance of WGAN [48].
Due to this, we utilized GP, and its loss is formulated as:

LGP = λEx̂∼px̂(x̂)[(||∇x̂D̃(x̂)||2 − 1)2] (4)

where λ denotes a penalty coefficient; x̂ denotes data coming from: (i) x (GAN1’s real data), (ii) x̃
(GAN2’s real data), and (iii) generated samples. px̂(x̂) refers to sampling uniformly along straight
lines between pairs of points from the data distribution pr and generator distribution pg [48]. Also,
D̃ denotes the aggregation of D1 and D2 as D1 + D2. By combining Eqn. 3 and Eqn. 4, we obtained
our finalized loss function as:
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Ltotal = L+ LGP (5)

2.5 The Training Scheme and Hyperparameters

DrugGEN was trained with the ChEMBL compounds dataset (used as the real molecules input of the
model). The ChEMBL dataset was split into train and test partitions randomly with 90% to 10% ratio.
Training procedure has been carried out via two alternative routes, in different runs. In the first route,
the model training is started with a "warm-up" session with only the GAN1, which is continued for
several epochs, and then, the GAN2 training is activated. Here, DrugGEN training starts with D1 and
continues with G1. After that, the model trains D2 and G2 consecutively. The second route trains
GAN1 and GAN2 together from scratch, in which training starts with D1 and D2 and continues
with G1 and G2. The default DrugGEN model uses a learning rate of 0.00001 for G1, G2, D1, and
D2. The batch size of the model was 128 and the model was run for 50 epochs in total (according
to our observation, loss values did not significantly change after 50 epochs). The Adam optimizer
was utilized as the optimizer of the model with beta1: 0.9 and beta2: 0.999. Training the models
reported below took approximately 2 days to finish (each one) using 10 Intel Gold CPUs and a single
NVIDIA A5000 GPU. G1 of DrugGEN consisted of 37 million parameters, while G2 consisted of
640 million parameters. Both discriminators, on the other hand, had 2.7 million parameters for the
default model.

2.6 Model Variations

With the aim of generating target-based drug-candidate de novo molecules using the DrugGEN
system, we implemented numerous different models with slight variations in terms of the
architectural design and the input data. All the models presented below were tested with respect to
their generational performance.

DrugGEN-Prot (the default model) is the one shown in Figure 1 and explained in sections 2.3 and
2.4. It incorporates protein features to the transformer decoder module of GAN2 (together with the
de novo molecules generated by GAN1) to direct the target centric molecule design. The model
employs end-to-end training and computes a single finalized loss by combining the losses of both
discriminators.

DrugGEN-CrossLoss is composed of only one GAN (i.e., GAN1 of the default model), and is
implemented with the aim of shifting the distribution of the input data to the distribution of real
inhibitors of the selected target within a simpler system. In this model, the input of the GAN1
generator is the real molecules (i.e., ChEMBL dataset) instead of the random noise (to ease the
learning process) and the GAN1 discriminator compares the de novo generated molecules with the
real inhibitors of the given target protein.

DrugGEN-Ligand is composed of two GANs, similar to DrugGEN-Prot (and utilizes the same
training routine and hyperparameters); however, it incorporates AKT1 inhibitor molecule features as
the input of the GAN2-generator’s transformer decoder instead of the protein features. The objective
of the transformer decoder module of this model is to generate molecules that are structurally similar
to AKT1 inhibitors.

DrugGEN-RL utilizes the same general architecture as DrugGEN-Ligand, and constructed with the
aim of designing structurally diverse de novo molecules by avoiding the use molecular scaffolds
that are already presented in the training set. DrugGEN-RL is inspired from the paradigm of
reinforcement learning (RL). Here, the objective of the RL module is to decrease the Tanimoto
scaffold similarity (using Bemis-Murcko [49]) between generated and training set molecules (i.e.,
ChEMBL molecules for GAN1, and real AKT1 inhibitors for GAN2) by defining the similarity
between them as an additional (penalty) term in the loss function.
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DrugGEN-NoTarget is our base model, which is composed of only one GAN (i.e., GAN1 of the
default model). This model only focuses on learning the chemical properties of real molecules from
the ChEMBL training dataset, as a result, there is no target-specific generation. DrugGEN-NoTarget
uses the same hyperparameters as the default model.

2.7 Performance Metrics

The performance of the models was evaluated using several molecular generation metrics presented
in the MOSES benchmark platform [50], including validity, uniqueness, internal diversity (IntDiv),
and novelty, to assess the efficiency of the generative capabilities of the models. Validity is calculated
as the percent of the data that can be parsed by the SMILES conversion function of the RDKit [41]
Python package. Uniqueness is the metric that checks the dissimilarity of each molecule against other
molecules in the same batch. IntDiv is the measurement of the mean dissimilarity (based on Tanimoto
similarity on MorganFingerprints) between a molecule and other molecules in the same batch.
Novelty is the ratio of the generated molecules that are not presented in the real (training) dataset to
all generated molecules. Higher values of validity, uniqueness, IntDiv and novelty indicate better
performance. Quantitative estimate of drug-likeness (QED), partition coefficient (logP), synthetic
accessibility (SA), similarity to nearest neighbor (SNN), and MOSES filters measure the fitness of
the generated molecules to be considered as drug candidates. Calculation details of these metrics can
be found in Polykovskiy et al. (2020) and Landrum (2013) [50, 41].

2.8 Molecule Filtering and Selection Procedure

With the aim of identifying the best novel candidates for targeting the AKT1 protein, de novo
molecules generated by DrugGEN models are filtered according to the following operations: 1) based
on the Tanimoto similarity (calculated on Morgan fingerprints) against both the ChEMBL dataset
molecules and real AKT1 inhibitors. Molecules that have Tanimoto similarity higher than 70% to
the training sets are eliminated; 2) using Lipinski’s [51] and Veber’s rules [52], and 3) applying the
PAINS (pan-assay INterference compoundS) [53] filter, which identifies and eliminates false positive
molecules in biological screening assays such as redox cyclers, toxoflavins, polyhydroxylated natural
phytochemicals, and etc.

The molecules that remain after the filtering operations were analyzed via molecular docking. For the
docking study, the crystal structure of AKT1 (PDB code “4GV1” [39]) was prepared by Protein
Preparation Wizard [54] program in Schrödinger Suite 2021 [55] with the OPLS2005 force field.
Missing hydrogen atoms were added, and water molecules were removed. The physical condition
of pH was set as 7.4 ± 1.0 for atom typing. The binding site of AKT1 was defined as ALA-177,
LYS-179, LYS-182, ALA-212, GLU-228, ALA-230, GLU-234, GLU-278, THR-291, ASP-292, by
detection with PLIP 2.5.4 [56] and cross checked with the binding data published in the literature
[39]. These findings were integrated and used for grid generation. Glide software [57] was used
to find the best binding poses for each ligand. Van der Waals radius scaling factor was set to 1.0
and partial charge cut-off value was set to 0.25. The docking calculations were made in Standard
Precision Mode (GlideScore SP). Results were visualized with PyMOL [58].

In parallel to docking analysis, our filtered de novo molecules have also been subject to deep learning-
based drug-target interaction prediction against the AKT1 protein using our previously developed
system entitled DEEPScreen. DEEPScreen employs readily available 2-D image-based structural
Kakule representations (300-by-300 pixels) of compounds as input and processes them via deep
convolutional neural networks which classify them as active or inactive against the target of interest
[59] For this, we first trained an AKT1 target model using experimental bioactivity data of this
protein in ChEMBLv30 as our training dataset, which was composed of 1338 active and 1666 inactive
molecules (activity threshold was pChEMBL value: 7). We randomly split the compound dataset
into train, validation and test folds (80%, 10% and 10% of the data, respectively). We optimized
hyper-parameters with respect to the scoring metrics on the validation fold and measured the overall
performances of the model on the independent hold-out test fold. The test performance of the model
was found to be precision: 0.91, recall: 0.92, F1-score: 0.92, MCC: 0.85, which was considered
satisfactory. Afterwards, the 2-D structural images of the de novo molecules were generated using
the same parameters and run on the trained AKT1 model in prediction mode. Details regarding the
DEEPScreen system and its training can be obtained from [59].
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3 Results and Discussion

The DrugGEN model is a two-fold generative adversarial network that utilizes transformer
architecture to design target-specific molecules. The performance of DrugGEN in designing de
novo molecules was assessed using well-known benchmarking metrics. Additionally, target-specific
properties of the generated molecules were evaluated through further in silico experiments, such as
molecular docking and deep learning-based drug-target interaction prediction. We finally explored de
novo molecules in comparison to real molecules via t-SNE based embedding and visualization in
2-D.

Hepatocellular carcinoma (HCC) is the most prevalent form of liver cancer, accounting for 75-80%
of cases. Also, it is the third leading cause of cancer-related deaths, with nearly 830,000 deaths
worldwide [60]. The PI3K/AKT/mTOR pathway is one of the most important signaling pathways
related to HCC. It regulates the various fundamental cellular processes, such as survival, cell growth,
and metabolism. Systemic treatment became the only option for advanced-stage HCC patients
when the first FDA-approved multikinase inhibitor (MKI), Sorafenib, prolonged the survival of
patients for 2-3 months. Due to the high toxicity and lower response rate of these treatment options,
combinatorial treatment strategies involving antiangiogenic agents and ICIs (such as atezolizumab +
bevacizumab) showed improved patient survival over Sorafenib [61]. Unfortunately, available drugs
are unable to effectively improve the overall HCC survival rate. Recent studies have uncovered several
proteins that may serve as potential targets for the treatment of liver cancer [62]. After evaluating
potential kinases known to have a role in the development of HCC on the KinMap platform [63] and
considering the availability of in vitro studies and kinase activity assays, we identified AKT kinases
(RAC-alpha/beta/gamma serine/threonine-protein kinases) as promising targets for the treatment of
HCC. Therefore, AKT1 targeting is selected as the use-case of DrugGEN.

3.1 Performance Evaluation of DrugGEN Models

In this analysis, DrugGEN models (see section 2.6) were compared with each other and with other
models from the literature, over various benchmarking metrics. For this, we generated approximately
10,000 de novo molecules from each of the fully trained DrugGEN models (50,000 in total) and
subjected these molecules to MOSES benchmarking [50]. In Table 1, we report the generative
performance over validity, uniqueness, novelty, internal diversity (where higher values are better) and
FCD (lower is better) metrics. According to Table 1, DrugGEN displayed competitive results on the
ChEMBL dataset against both baseline models (i.e., ORGAN and NAT GraphVAE), and more recent
methods such as MolGPT, MGM, RELATION and MCMG (methods were selected based on the
availability of models trained on the ChEMBL dataset, for fair comparison). Overall, all DrugGEN
models have a high efficiency on molecule generation tasks. The validity score of DrugGEN-Prot was
low compared to other DrugGEN models and compared methods. We believe this is due to the high
complexity of this model. Unlike DrugGEN-Prot, remaining DrugGEN models do not utilize protein
features (instead, transformer decoder input is either real AKT inhibitors or ChEMBL molecules),
which decreases the overall complexity and facilitates the learning process. On the other hand,
DrugGEN-Prot has the highest uniqueness score among all DrugGEN models, which is also similar
to the best methods included in this analysis. DrugGEN models do not suffer from low novelty,
opposite to ORGAN, MolGPT, and MGM. ORGAN relies on GANs composed of RNN (as generator)
and CNN (as discriminator), to generate conditioned molecules [64]. DrugGEN utilizes graph
transformers, a novel architecture, inside GANs which in return yields a higher novelty and validity
scores. Models like MolGPT and MGM also utilize the transformer architecture. However, the usage
of transformers in generative modeling may result in lower novelty scores subject to overfitting
to training data [65]. It is probable that DrugGEN does not suffer greatly from overfitting due to
relying on probabilistic discrimination instead of cross entropy loss. The IntDiv metric indicates
the diversity of structures among generated samples. The DrugGEN-Prot model outperforms every
other model that IntDiv reported, indicating the ability to learn different molecular structures from
the training dataset and yield a diverse structural distribution during the generation process. The
FCD score measures the proximity of the distribution of generated molecules’ physicochemical
characteristics to the distribution of the training dataset [13]. We measured the FCD scores of our
models against real AKT1 inhibitors (not to the ChEMBL dataset). The only method that can be
directly compared to DrugGEN over this metric is RELATION, since it also generates target-specific
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molecules. DrugGEN-Ligand and DrugGEN-RL have the lowest two FCD scores, indicating that
these models capture the physicochemical properties of real AKT1 inhibitors better than others.

Table 1: Molecule generation performance of DrugGEN and other methods: MCMG [66],
RELATION[26],MGM[13], MolGPT [22], ORGAN [64], and NAT GraphVAE [67], calculated
in terms of fundamental benchmarking metrics. All models are trained on the ChEMBL dataset.

Models Val. (↑) Uniq. (↑) Nov. (↑) IntDiv (↑) FCD (↓)
MCMG - 0.105 0.889 0.622 -
RELATION 0.854 1.0 1.0 0.773 13.3
MGM 0.849 1.0 0.722 - 0.845
MolGPT 0.994 1.0 0.797 0.857 0.067
ORGAN 0.379 0.841 0.687 - -
NAT GraphVAE 0.830 0.944 1.0 - 0.016
DrugGEN-Prot 0.484 0.939 0.992 0.887 16.65
DrugGEN-CrossLoss 0.820 0.790 1.0 0.878 18.38
DrugGEN-Ligand 0.859 0.881 0.981 0.877 5.382
DrugGEN-RL 0.867 0.873 1.0 0.830 6.068
DrugGEN-NoTarget 0.820 0.857 1.0 0.885 17.27

In Table 2, we report the Wassertein distance values (measured between generated molecules and
real AKT1 inhibitors) based on QED, SA, and logP metrics (where lower values are better) [50],
together with the percentage of molecules that can pass the MOSES filters (where higher values are
better) for DrugGEN models. QED values in Table 2 show that molecules generated by all DrugGEN
models have highly similar drug-like properties to real AKT1 inhibitors, many of which are actual
drug candidates. The DrugGEN-Ligand and DrugGEN-RL models generate molecules with logP
values and SA scores close to AKT1 inhibitors. It is possible that incorporating protein features to
the process (in DrugGEN-Prot) makes it challenging to design synthetically accessible molecules
since this operation tries to shift the distribution of generated molecules to the features of the given
target protein, instead of the known inhibitors of that protein. MOSES filters eliminate the structures
that do not have drug-like patterns via a multi-level filtering operation[50]. DrugGEN models (except
DrugGEN-Prot and DrugGEN-NoTarget) perform well in this metric.

3.2 Target-centric Assessment of Generated Molecules

Based on the results in both Table 1 and 2, it is possible to state that DrugGEN models (especially
DrugGEN-Prot) generate highly diverse and novel molecules that are significantly different from
known inhibitors of the selected target, which can be interpreted as a highly positive outcome if these
molecules really interact with the target of interest. However, it is not possible to evaluate properties
related to target activity using the abovementioned metrics. To evaluate this, we carried out further
computational analysis, in which we first filtered the same 50,000 de novo generated molecules that
were subjected to benchmarking analysis (according to the protocol explained in Section 2.8). After
applying Lipinski, Veber and PAINS filters (to ensure drug-like properties), 43,000 of them remained
in our dataset. Distributions of physicochemical properties of both de novo generated molecules
and real AKT1 inhibitors are given in Figure S5. Afterwards, a molecular docking analysis was
performed (see Section 2.8) on these filtered de novo molecules, using AKT1 crystal structure (PDB
id: “4GV1” [39]) as template. Figure 2A displays box plots of docking scores (i.e., binding free
energies - ∆G) obtained from docking (with respect to scores of 100 molecules from each DrugGEN
model with the best binding properties), where a lower binding free energy value indicates a higher
activity. It is observed from Figure 2A that all five models were able to generate molecules with high
potential, surpassing the score of the native ligand in the crystal complex structure “4GV1” [39]
(shown as the horizontal red dashed line). The molecules generated from DrugGEN-CrossLoss and
DrugGEN-Prot have lower binding free energies against the AKT1 protein.

We also carried out a deep learning-based drug-target interaction (DTI) prediction analysis using the
DEEPScreen system [59] against the AKT1 protein (see Section 2.8) on the same de novo molecule
dataset as the one used in docking. DEEPScreen is utterly independent of DrugGEN models to
ensure there is no bias in this analysis. Out of 43,000 molecules obtained from all DrugGEN models,
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DEEPScreen predicted 18,000 of them as active against AKT1, and 301 of them received high
confidence scores (0.83 or higher, where min:0 and max:1, the full confidence score histogram is
given in Figure S4). These results indicate DrugGEN can generate target-specific molecules with
high potential, which is in accordance with the results of the docking analysis.

Table 2: Wasserstein distance-based scores (i.e., QED, logP, SA and filters) of DrugGEN models.
These metrics generally indicate drug-likeness and are measured in terms of distances between
generated molecules and real AKT1 inhibitors. Filters metric calculates the percentage of generated
molecules that can pass MOSES filters [50].

Models QED (↓) logP (↓) SA (↓) Filters (↑)
DrugGEN-Prot 0.044 0.554 1.048 51.6%
DrugGEN-CrossLoss 0.096 0.481 0.354 83.6%
DrugGEN-Ligand 0.034 0.170 0.070 90.6%
DrugGEN-RL 0.030 0.218 0.280 91.7%
DrugGEN-NoTarget 0.094 0.520 0.476 78.3%

To further explore the de novo molecules, we carried out a t-SNE embedding [68] (of randomly
selected 10,000 ChEMBL training molecules, 1,600 real AKT1 inhibitors, and the same 50,000 de
novo DrugGEN molecules as in the previous analyses, 10,000 from each model) and visualization on
2-D, as shown in Figure 2B (the t-SNE parameters were, perplexity=50 and number of iterations=500).
Individual visualizations for each DrugGEN model within the same overall t-SNE embedding is also
given in Figure S6. In both figures, each dot corresponds to a molecule, colors indicate their source,
and the Euclidean distances indicate structural similarities based on Tanimoto applied on molecular
fingerprints (i.e., ECFP [69]). Randomly selected ChEMBL molecules spread around the embedding
space due to their high structural diversity. On the other hand, it is possible to observe distinct clusters
formed by models such as DrugGEN-Prot, which are within the space of real drug-like (ChEMBL)
molecules, but still away from individual clusters formed by ChEMBL molecules. De novo molecules
of DrugGEN-NoTarget and real AKT1 inhibitors are mostly far away from each, which is an
expected result since the generation process is not target specific for this model. Similarly, molecules
of DrugGEN-Ligand and DrugGEN-RL models are also far away from real AKT1 inhibitors, which
is also indicated by low average docking performance of these two models (Figure 2A). Interestingly,
these models managed to capture the physicochemical distribution of real AKT1 inhibitors (Table
2) but generated structurally dissimilar molecules. Actually, structural dissimilarity was the main
aim behind the DrugGEN-RL model, as a result, this model can be considered successful in this regard.

As an overall evaluation, DrugGEN-CrossLoss and DrugGEN-Prot can be considered as the most
successful models in terms of target-specific generation, where the former model generated molecules
with better docking scores thanks to utilizing real AKT1 inhibitors in the transformer decoder module
(which conditions the generation process towards the physical and chemical features of known
inhibitors), the latter model generated highly diverse molecules with topological complementarity to
AKT1 binding pocket thanks to utilizing target protein features (instead of its known inhibitors).
Protein binding pocket graphs were significantly larger compared to molecular graphs, which
increased the complexity of the model, and thus, the learning process. On top of that, we only used
the AKT1 protein during the training of DrugGEN-Prot, which probably limited the generalization
capability of the model. These two are probably the main reasons behind obtaining relatively lower
generation scores for DrugGEN-Prot (Table 1).

Finally, we manually selected the 33 most promising generated molecules (from our drug-like de novo
molecules dataset with satisfactory docking scores) via expert curation, and presented them as our
best candidates to target AKT1 (Figure 3). We checked the structural similarity of these molecules to
database records and found that they are completely novel at the threshold of at least 60% Tanimoto
similarity (compared to all molecules in the ChEMBL database). We showcase one molecule among
the 33 (shown as Mol_10 in Figure 3), which can be denoted as a Pyrrolo[1,2-a]pyrimidin-4(1H)-one
derivative. Figure 4 displays the reference crystal complex structure of AKT1 with its native ligand
0XZ (PDB id: “4GV1” [39]), for which the binding free energy was measured as -8,781 kcal/mol
using the exact same docking protocol (Figure 4A), together with the best docking pose of Mol_10
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Figure 2: (A) Score box plots displaying the binding free energies measured in the docking analysis
of dene novo molecules generated by different DrugGEN models (against the AKT1 protein structure).
Molecules generated by DrugGEN-CrossLoss showed the best average binding affinity, outperforming
the score of the native ligand in the utilized AKT1 complex structure (shown by red dashed line,
PDB id: “4GV1” [39]). Also, all models generated at least a few molecules that have binding
free energies lower than the native ligand; (B) 2-D visualization of tSNE embeddings of de novo
molecules generated by different DrugGEN models (each model is denoted with a distinct color).

with the binding free energy -9.686 kcal/mol (Figure 4B). The reference co-crystal complex structure
“AKT1 - 0XZ” (Figure 4A) and the complex model obtained from the docking of the selected de novo
molecule “AKT1 - Mol_10” (Figure 4B) share the same 3 binding residues. Two of these residues
, ALA-177 and LYS-179, have hydrophobic interactions with both of the ligands. Hydrophobic
interactions are more prominent in the AKT1 - Mol_10 complex, whereas in the crystal structure
hydrogen bonds are evident. This may contribute to the difference in binding affinities.
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Figure 3: Promising de novo molecules to effectively target AKT1 protein (generated by DrugGEN
models), selected via expert curation from the dataset of molecules with sufficiently low binding free
energies (< -9 kcal/mol) in the molecular docking experiment.

4 Conclusion

In this study, we developed the DrugGEN system to automatically design target-specific drug
candidate molecules. Main idea behind the DrugGEN was to combine GANs and the graph
transformer architecture to create a system that can design inhibitor candidates given the target
protein. DrugGEN can be seen as an umbrella-system that contains several models implemented to
investigate the target-centric generation capabilities. DrugGEN models perform similar to SOTA
models (or better in some cases) in performance metrics, which points out to its high generation
efficiency and capacity. In terms of physicochemical metrics such as QED, SA, and logP, we
showed that DrugGEN models can generate de novo molecules with similar molecular characteristics
to real inhibitors of the AKT1 protein. Further computational analyses were done to assess the
target-specific characteristics of de novo molecules, the results of which indicated their high potential
in AKT1 targeting. With the intention of presenting a tool that the community can utilize, as well as
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for reproducibility-related purposes, we openly shared the code base, datasets, all results and trained
models of DrugGEN in our repository at https://github.com/HUBioDataLab/DrugGEN.

As a next step, we plan to train DrugGEN models with; (i) a larger target-centric dataset including
additional proteins and/or their real inhibitors, and (ii) increased number of parameters to optimize
(i.e., larger models) to provide room for improvement; both of which would yield a more successful
learning in terms of molecular structural properties corresponding to given target characteristics. In
further studies, selected de novo molecules will be subjected to chemical synthesis and subsequent in
vitro cell-based experiments to validate AKT1 targeting and observe phenotypic effects on HCC cell-
lines. We also plan to improve the molecular generation process by incorporating high-level functional
properties of real drugs and drug candidate molecules (along with their structural features, which are
already utilized in the current version) in the context of heterogeneous biomedical knowledge graphs
[70], to the model training procedure. This architecture is intended to facilitate the understanding
of the relationship between the structural and functional properties of small molecules and thereby
enhance the design process.

Figure 4: (A) AKT1 crystal complex structure with the cocrystallized ligand: 0XZ (PDB id: “4GV1”
[39]); (B) The best pose in the molecular docking of the showcase de novo generated (predicted)
inhibitor of AKT1: the Pyrrolo[1,2-a]pyrimidin-4(1H)-one derivative (Mol_10 in Figure 3), to the
structurally resolved binding site of AKT1.
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AK: Altay Koyaş (altay.koyas@metu.edu.tr),
DCK: Deniz Cansen Kahraman (cansen@metu.edu.tr),
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Supplementary Figures

Figure S1: The heavy atom distribution histogram of the small molecules in the ChEMBL (v29)
database.
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Figure S2: General overview of AKT1 protein structure (AlphaFold structure based on Uniprot ID:
P31749: gray, kinase domain: green (PDB: 4GV1), PH domain: cyan (PDB: 1H10), ligands: red).
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Figure S3: Representation of the binding pocket of AKT1 including all atoms located at a maximum
distance of 9 Angstroms from the ligand atoms; binding site: green, ligand: yellow, the rest of the
kinase domain: gray (PDB: 4GV1).

23



Figure S4: Drug-target interaction prediction confidence level histograms of 18,114 compounds that
are predicted to be bioactive against the AKT1 protein (out of 40,000 DrugGEN generated de novo
molecules). The results are produced by the DEEPScreen system (see section 2.8 in the main text).
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Figure S5: Physicochemical properties of AKT1-specific de novo molecules generated by DrugGEN
models and real AKT1 inhibitors.
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Figure S6: Individual 2-D visualizations of each DrugGEN molecules compared with ChEMBL
molecules and known/real AKT1 inhibitors, in the same t-SNE embedding as given in Figure 2B.
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